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Abstract

We consider the numerical approximation of high order Partial Differential Equations (PDEs) defined on surfaces in the three dimensional space, with particular emphasis on closed surfaces. We consider computational domains that can be represented by B-splines or NURBS, as for example the sphere, and we spatially discretize the PDEs by means of NURBS-based Isogeometric Analysis in the framework of the standard Galerkin method. We numerically solve benchmark Laplace-Beltrami problems of the fourth and sixth order, as well as the corresponding eigenvalue problems, with the goal of analyzing the role of the continuity of the NURBS basis functions on closed surfaces. In this respect, we show that the use of globally high order continuous basis functions, as allowed by the construction of periodic NURBS, leads to the efficient solution of the high order PDEs. Finally, we consider the numerical solution of high order phase field problems on closed surfaces, namely the Cahn-Hilliard and crystal equations.
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1 Introduction

In several mathematical models we face Partial Differential Equations (PDEs) defined on lower dimensional manifolds [4]. Examples can be found in Fluid Dynamics, Mechanics, Biology, Electromagnetism, image processing [7, 17, 35, 36], where three dimensional problems are represented on surfaces, for instance in the case of thin geometries, modeled as membranes, plates, or shells [41], depending on the structure of the original domain. This leads to define surface PDEs which often involve high order differential operators [7, 23].

Usually, the numerical solution of surface PDEs is tackled using the Finite Element Method (FEM) [33]. In this case, a challenge for obtaining an accurate numerical approximation is the construction of a suitable computational mesh, which still represents an approximation of the original surface. Indeed, generating a mesh of “good quality” is necessary to accurately represent the surface, but also to evaluate the differential operators which are associated to the geometrical properties of the manifold. In particular, this involves the evaluation of several geometrical quantities, as the normal and curvature of the surface. In this context, accurately representing such geometric information is important also for the approximation of the PDEs. Besides being time consuming, the process of mesh generation may require a large number of Degrees Of Freedom (DOFs) for the PDE approximation. In the FEM context, different approaches have been introduced aiming at controlling the approximation error induced by the discretization of the geometry; examples are the surface FEM [15, 16], or geometrically consistent Adaptive FEM [28, 29, 30]. Other approaches are based on modeling the surfaces as immersed in the 3D domain or treated implicitly, as e.g. for level set formulations [5, 17] or diffuse and resistive interface approaches [2, 35].

In alternative to the above mentioned methods, we propose in this paper the use of Isogeometric Analysis [11, 25] for the numerical approximation of high order PDEs defined on surfaces. This choice is mainly motivated by the ability of NURBS and B-splines to exactly represent several geometries of practical interest [31], especially in industrial applications. Isogeometric Analysis (IGA) is a discretization method for approximating PDEs based on the isogeometric paradigm, for which the same basis functions are used first for the geometrical description of the domain and then for the numerical approximation of the solution of the PDEs [11, 25]; in this respect, IGA was developed with the goal of filling the gap between Computer Aided Design (CAD) and FEM, by providing a unified representation of the geometrical design, the computational domain, and the approximation function spaces. One potential advantage of IGA is thus its ability to directly use the description of the geometry for the spatial discretization of the PDEs, without requiring the time-consuming process of generating a computational mesh, which often only represents an approximation of the geometry. Indeed, in IGA many geometries of practical interest can be represented exactly at the coarsest level of discretization, with refinement procedures not affecting the geometrical representation, but only enhancing the approximation properties of the finite dimensional spaces.

While IGA is nowadays adopted for several geometrical representations [3, 38], including T-splines [39], we focus in this paper on B-splines and NURBS surfaces [31] built as single patches; indeed, open and closed surfaces can be suitably defined by NURBS, as it is the case of the sphere. While the numerical approximation of second order PDEs on surfaces by IGA has been extensively analyzed in [13], in this paper we focus instead on high order PDEs. Indeed, in this respect, other than the geometric advantages, IGA allows the spatial approximation of PDEs of order $2m$, with $m \geq 1$, by using the standard Galerkin formulation, without invoking the mixed formulations required by the isoparametric FEM [24] with the standard Lagrange polynomial basis functions for $m \geq 2$. The possibility of using globally $C^k$-continuous NURBS basis functions, with $m - 1 \leq k \leq p - 1$ and $p$ the polynomial degree, yields IGA finite dimensional spaces that are
subspaces of the trial and test Hilbert spaces $H^m$ required for PDEs of order $2m$, with $m \geq 1$ [40].

In addition, periodic NURBS basis functions can be built on surfaces with the goal of obtaining globally high order continuous NURBS function spaces [27]. This in turn allows the construction of NURBS function spaces of the required regularity and thus the solution of high order PDEs defined on closed surfaces. In this paper we consider IGA approximations of elliptic PDEs with high order Laplace-Beltrami operators, specifically of fourth and sixth order. We study the convergence rate of the errors, for both PDEs on open and closed surfaces, and eigenvalue problems. Then, in order to show the efficiency and robustness of our approach, we solve phase field problems, namely the Cahn-Hilliard and phase field crystal equations on closed surfaces, both being high order, nonlinear, and time dependent PDEs.

This paper is organized as follows. In Section 2 we provide a quick introduction to the geometrical representation of surfaces by means of NURBS. The mathematical tools needed to define high order PDEs on surfaces are described in Section 3, together with the biharmonic and triharmonic Laplace-Beltrami problems and the corresponding eigenvalue problems. In Section 4 the spatial discretization by IGA is introduced, together with a discussion about the enforcement of global continuity of the basis functions on closed surfaces. Numerical results on benchmark problems are reported and discussed in Section 5. The high order phase field problems, and specifically the fourth order Cahn-Hilliard equation on the unit sphere and the sixth order phase field crystal equation on a torus, are solved in Section 6. Finally, conclusions follow.

2 NURBS: Surfaces and Function Spaces

In this section we recall the basic notions of NURBS geometries and basis functions, with particular emphasis on the representation of surfaces and construction of NURBS function spaces.

2.1 NURBS surfaces and basis functions

Given a parameter domain $\hat{\Omega} \subset \mathbb{R}^2$ of finite and positive measure in the topology of $\mathbb{R}^2$ and a vector-valued independent variable $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$ called parametric coordinate, let us consider the compact, connected, and oriented manifold $\Omega \subset \mathbb{R}^3$, defined by the geometrical mapping:

$$x : \hat{\Omega} \rightarrow \Omega \subset \mathbb{R}^3, \quad \xi \rightarrow x(\xi), \quad (2.1)$$

where $\Omega$ represents a surface in $\mathbb{R}^3$. Following the notation of [13], we recall the geometrical indicators associated to the mapping (2.1), for which we define the Jacobian of the mapping:

$$\hat{F} : \hat{\Omega} \rightarrow \mathbb{R}^{3 \times 2}, \quad \xi \rightarrow \hat{F}(\xi), \quad \hat{F}_{i,\alpha}(\xi) := \frac{\partial x_i}{\partial \xi_\alpha}(\xi), \quad i = 1, 2, 3, \quad \alpha = 1, 2, \quad (2.2)$$

its first fundamental form:

$$\hat{G} : \hat{\Omega} \rightarrow \mathbb{R}^{2 \times 2}, \quad \xi \rightarrow \hat{G}(\xi), \quad \hat{G}(\xi) := (\hat{F}(\xi))^T \hat{F}(\xi), \quad (2.3)$$

and determinant:

$$\hat{g} : \hat{\Omega} \rightarrow \mathbb{R}, \quad \xi \rightarrow \hat{g}(\xi), \quad \hat{g}(\xi) := \sqrt{\det(\hat{G}(\xi))}. \quad (2.4)$$

We assume the geometrical mapping (2.1) to be invertible a.e. in $\hat{\Omega}$, i.e. we require $\hat{g}(\xi) > 0$ a.e. in $\hat{\Omega}$ and allow $\hat{g}(\xi) = 0$ only in subsets of $\hat{\Omega}$ with zero measure in the topology of $\mathbb{R}^2$. We can thus
Figure 1: Univariate B-spline basis functions of polynomial degrees $p = 1, 2, 3$ obtained from the knot vectors $\Xi = \{0\}^{p+1} \cup \{1\}^{p+1}$ and globally $C^{p-1}$-continuous in $\hat{\Omega} = (0,1)$.

In this work, we specifically consider surfaces represented by NURBS [31]. Therefore, the geometrical mapping (2.1) reads:

$$\begin{align*}
x(\xi) &= \sum_{i=1}^{n_{bf}} \hat{R}_i(\xi) P_i, \\
\hat{R}_i(\xi) &= \frac{w_i}{\sum_{j=1}^{n_{bf}} w_j \hat{N}_j(\xi)} \hat{N}_i(\xi)
\end{align*}$$  

(2.6)

where $P_i \in \mathbb{R}^3, i = 1, \ldots, n_{bf}$, are the control points in the physical space and $\hat{R}_i(\xi)$ are the NURBS basis functions, obtained by projective transformations of the B-spline basis functions $\hat{N}_i(\xi)$ for $i = 1, \ldots, n_{bf}$, with weights $w_i \in \mathbb{R}$ and $n_{bf}$ the number of basis functions. The inclusion of weights in the construction of the basis functions is necessary to exactly represent geometries as conic sections, for which B-spline basis functions cannot be used. Without entering into details, the multivariate B-spline basis functions $\hat{N}_i(\xi)$ are obtained from the tensor product of univariate B-spline basis functions, namely $\hat{N}_{i,\alpha}$ for $i = 1, \ldots, n_{bf,\alpha}$, where $\alpha = 1, 2$ refers to the parametric direction; therefore, we have $n_{bf} = n_{bf,1} n_{bf,2}$. The univariate basis functions $\hat{N}_{i,\alpha}(\xi_\alpha)$ are built using the Cox-de Boor recursion formula [31] applied to the knot vectors $\Xi_\alpha := \{\xi_{\alpha,j}\}_{j=1}^{n_{bf,\alpha}+p_\alpha+1}$, where $\xi_{\alpha,j} \in \mathbb{R}$ are the knots and $p_\alpha$ is the polynomial degree along the parametric direction $\alpha$. In Figure 1 examples of B-spline basis functions with different polynomial degrees are shown. We recall that the knot vectors define all the properties of the B-spline basis functions in the parametric domain, describing how it is divided into knot spans. Therefore, by exploiting the tensor product of the knot vectors, it is possible to define a partition of the parametric domain into subregions, which are called mesh elements (in analogy with the FEM). We remark that the main advantage of B-splines and NURBS is the ability to control the continuity of the basis functions; indeed, by changing the multiplicity of a knot inside the knot vector $\Xi_\alpha$, it is possible to tweak the continuity of the basis functions across that knot. Specifically, if a knot is repeated $k$ times, the basis functions
are consequently $C^{p-k}$-continuous across that knot; if a knot is repeated $p$ times, the basis functions are only $C^0$-continuous across that knot. For a more complete description of B-splines and NURBS we refer the reader to [11, 31].

### 2.2 NURBS function spaces

We define the NURBS function space $\hat{\mathcal{N}}_h$ over the parametric domain $\hat{\Omega}$ as:

$$\hat{\mathcal{N}}_h := \text{span}\{\hat{R}_i, \ i = 1, \ldots, n_{bf}\}$$

and its counterpart in the physical domain $\Omega$ as:

$$\mathcal{N}_h := \text{span}\{\hat{R}_i(\xi) \circ x^{-1}(\xi), \ i = 1, \ldots, n_{bf}\}.$$  \hspace{0.4cm} (2.8)

According to the isogeometric concept, these spaces will be used to build the trial function spaces for the approximation of PDEs. The subscript $h$ refers to the characteristic size of the mesh elements, and is usually defined as the maximum diameter of the mesh elements in the physical space [13]. We remark that the computational domain $\Omega$ is usually represented at its coarsest level of discretization, from which the spaces $\hat{\mathcal{N}}_h$ and $\mathcal{N}_h$ are built; the coarsest approximation is therefore already suitable to reproduce the surface geometry. For NURBS, there are three different kinds of refinement procedures which permit the enrichment of the NURBS function spaces [11]. Among these, the knot insertion refers to the procedure of splitting the knot spans by introducing new knots, effectively increasing the number of mesh elements and basis functions; when the continuity between elements is preserved, inserting knots with the correct multiplicity can be compared to the $h$-refinement procedure of the FEM. The process of increasing the polynomial degree of the basis functions while preserving the existing continuity across the edges of the elements, is called order elevation and it is closely related to the FEM $p$-refinement. Finally, B-splines and NURBS benefit from another form of refinement, which does not have counterparts in FEM, the $k$-refinement, for which the degree of the basis functions is firstly elevated and then new unique knots are inserted, maintaining the highest possible continuity across the elements. All these refinement procedures must preserve the original representation of the underlying geometry while enriching the dimension and approximation properties of the function space. For a detailed description, we refer the reader to [11, 25, 31].

![Figure 2: Periodic univariate B-spline basis functions.](image)

(a) $p = 2$, globally $C^1$-continuous

(b) $p = 3$, globally $C^2$-continuous
When considering closed or partially closed surfaces, as a sphere, cylinder, or torus, the parametrization is such that the NURBS basis functions are only $C^0$-continuous in $\hat{\Omega}$ and $\Omega$. Nevertheless, one may be interested in considering NURBS spaces $\mathcal{N}_h$ for which the basis functions feature higher continuity degree over the surface. As we will discuss in Section 4, this is beneficial for the numerical approximation of high order PDEs. In order to build such basis functions, one can apply local linear transformations to the NURBS basis functions originally used to represent the surface, leading to a subparametric approach. Such smooth basis functions can be defined by suitably using the $k$-refinement procedure and enforcing periodic conditions on the original basis functions. Following the procedure outlined in [27], we define a periodic NURBS function space by applying a transformation linear operator $T_{\text{per}} \in \mathbb{R}^{n_{bf} \times n_{bf}}$ to the basis functions $\hat{R}_i$ which define the NURBS space $\mathcal{N}_h$, as:

$$\hat{R}_{\text{per}} := T_{\text{per}} \hat{R}(\xi),$$

thus obtaining a set of periodic basis functions $\hat{R}_{\text{per}}$ by enforcing suitable master-slave constraints among the DOFs. The periodic NURBS function spaces are then constructed as:

$$\mathcal{N}_{\text{per}} := \text{span}\left\{ \hat{R}_{\text{per}}^i, \quad i = 1, \ldots, n_{bf} \right\}$$

and

$$\mathcal{N}_{h,\text{per}} := \text{span}\left\{ \hat{R}_{\text{per}}^i(\xi) \circ x^{-1}(\xi), \quad i = 1, \ldots, n_{bf} \right\}.$$ 

Such procedure allows the construction of periodic basis functions preserving high order continuity across the boundaries of the NURBS patch. A similar approach can be used also inside the parametric domain $\hat{\Omega}$, in order to restore high order continuity not originally set via the knot vector. This is useful in the case of several geometries of interest, such as the sphere or the torus, which, by construction, are often built by basis functions which are only globally $C^0$-continuous. An example of univariate periodic B-spline basis functions is shown in Figure 2. For a more detailed description we refer the reader to [11].

### 3 High Order PDEs on Surfaces

In this section we present the surface differential operators and elliptic high order Laplace-Beltrami operators, which define the high order surface PDEs.

#### 3.1 Surface differential operators

We start by defining a set of differential operators on the surface $\Omega$. Since we consider geometrical mappings (2.1) which are invertible a.e. in $\hat{\Omega}$, we can take a general, sufficiently regular function on the manifold $\Omega$, e.g. $\phi \in C^0(\Omega)$, and rewrite it in the parametric domain $\hat{\Omega}$ as:

$$\phi(x) = \hat{\phi}(\xi) \circ x^{-1}(\xi),$$

where $\hat{\phi}(\xi) := \phi(x(\xi))$. Surface differential operators can therefore be defined as projection onto the surface of the corresponding differential operators defined in the physical space [4, 6, 14]. Let us now consider a generic function $\phi \in C^1(\Omega)$ and its smooth prolongation $\hat{\phi}(x)$ from $\Omega$ into a “tubular” region in $\mathbb{R}^3$ containing $\Omega$. We can then define the projection tensor $P(x) \in \mathbb{R}^{3 \times 3}$:

$$P(x) := I - n_\Omega(x) \otimes n_\Omega(x) \quad \text{for } x \in \Omega$$

(3.2)
where $I$ is the identity tensor in $\mathbb{R}^{3\times3}$ and $\mathbf{n}_\Omega(x)$ is the unit vector normal to the surface $\Omega$, namely the mapping of:

$$
\hat{\mathbf{n}}_\Omega(\xi) := \frac{\hat{\mathbf{t}}_{\Omega,1}(\xi) \times \hat{\mathbf{t}}_{\Omega,2}(\xi)}{|\hat{\mathbf{t}}_{\Omega,1}(\xi) \times \hat{\mathbf{t}}_{\Omega,2}(\xi)|},
$$

(3.3)

where $\hat{\mathbf{t}}_{\Omega,\alpha}(\xi) := \frac{\partial x}{\partial \xi_\alpha}(\xi)$, for $\alpha = 1, 2$, are the unit vectors tangent to the surface. Then, we obtain the surface gradient as:

$$
\nabla_\Omega \phi(x) := \left[ P \nabla \tilde{\phi}(x) \right] = \nabla \tilde{\phi}(x) - \left( \nabla \tilde{\phi}(x) \cdot \mathbf{n}_\Omega(x) \right) \mathbf{n}_\Omega(x) \quad \text{for } x \in \Omega,
$$

(3.4)

which is rewritten using the geometrical mapping (2.1) and Eqs. (2.2), (2.3), and (2.4) as:

$$
\nabla_\Omega \phi(x) = \left[ \tilde{F}(\xi) \tilde{G}^{-1}(\xi) \nabla \tilde{\phi}(\xi) \right] \circ x^{-1}(\xi) \quad \text{for } x \in \Omega,
$$

(3.5)

where $\nabla \tilde{\phi}(\xi) : \hat{\Omega} \rightarrow \mathbb{R}^2$ is the gradient operator in the parameter domain. Similarly, by considering a vector field $\mathbf{v} \in [C^1(\Omega)]^3$ we can define its surface divergence as:

$$
\nabla_\Omega \cdot \mathbf{v}(x) = \text{trace} (\nabla_\Omega \mathbf{v}(x)) \quad \text{for } x \in \Omega,
$$

(3.6)

which is rewritten using Eqs. (2.2), (2.3), and (2.4) as:

$$
\nabla_\Omega \cdot \mathbf{v}(x) = \left[ \frac{1}{\tilde{g}(\xi)} \tilde{\nabla} \cdot \left( \tilde{g}(\xi) \tilde{G}^{-1}(\xi) \tilde{F}^T(\xi) \tilde{\mathbf{v}}(\xi) \right) \right] \circ x^{-1}(\xi) \quad \text{for } x \in \Omega,
$$

(3.7)

where $\tilde{\mathbf{v}}(\xi) := \mathbf{v}(x(\xi))$. For a function $\phi \in C^2(\Omega)$ we can compose the surface divergence operator (3.6) with the surface gradient operator (3.4) to define the Laplace-Beltrami operator on the manifold $\Omega$ as:

$$
\Delta_\Omega \phi(x) := \nabla_\Omega \cdot (\nabla_\Omega \phi(x)) = \text{trace} \left[ P(x) \nabla^2 \tilde{\phi}(x) P(x) \right] \quad \text{for } x \in \Omega,
$$

(3.8)

where $\nabla^2$ is the Hessian operator, such that $\left( \nabla^2 \tilde{\phi}(x) \right)_{i,j} := \frac{\partial^2 \tilde{\phi}}{\partial x_i \partial x_j}(x)$ for $i, j = 1, 2, 3$. Then, Eq. (3.8) is rewritten in terms of the geometrical mapping (2.1) as:

$$
\Delta_\Omega \phi(x) = \left[ \frac{1}{\tilde{g}(\xi)} \tilde{\nabla} \cdot \left( \tilde{g}(\xi) \tilde{G}^{-1}(\xi) \tilde{\nabla} \tilde{\phi}(\xi) \right) \right] \circ x^{-1}(\xi) \quad \text{for } x \in \Omega.
$$

(3.9)

Finally, in order to consider sixth order PDEs on surfaces, we need the gradient of Laplace-Beltrami operator on the surface. For a function $\phi \in C^3(\Omega)$, we can write this operator as:

$$
\nabla_\Omega \Delta_\Omega \phi(x) := \nabla_\Omega (\Delta_\Omega \phi(x)) = P(x) \nabla \left( \text{trace} \left[ P(x) \nabla^2 \tilde{\phi}(x) P(x) \right] \right) \quad \text{for } x \in \Omega,
$$

(3.10)

which is rewritten using the geometrical mapping (2.1) and Eqs. (2.2), (2.3), and (2.4) as:

$$
\nabla_\Omega \Delta_\Omega \phi(x) = \left[ \tilde{F}(\xi) \tilde{G}^{-1}(\xi) \tilde{\nabla} \left( \frac{1}{\tilde{g}(\xi)} \tilde{\nabla} \cdot \left( \tilde{g}(\xi) \tilde{G}^{-1}(\xi) \tilde{\nabla} \tilde{\phi}(\xi) \right) \right) \right] \circ x^{-1}(\xi) \quad \text{for } x \in \Omega.
$$

(3.11)
3.2 High order PDEs

Let us consider a surface $\Omega \subset \mathbb{R}^3$ described by NURBS and a scalar elliptic PDE of order $2m$, with $m = 1, 2, \text{ or } 3$. In general, its weak formulation reads:

$$\text{find } u \in V_g : \quad a(v, u) = F(v) \quad \forall v \in V_0,$$

(3.12)

where $a : V_0 \times V_g \to \mathbb{R}$ is a continuous and strongly coercive bilinear form associated to one of the surface differential operators (3.4), (3.8), or (3.10), $F : V_0 \to \mathbb{R}$ is a continuous linear functional, $V_g$ and $V_0$ are suitable Hilbert spaces, subsets of $H^m(\Omega)$ ($V_g$ and $V_0 \subseteq H^m(\Omega)$), with $V_0$ yielding the homogeneous counterpart of the essential boundary conditions, while $V_g$ the non-homogeneous counterpart. Thanks to the Lax-Milgram Lemma [33], the solution of Eq. (3.12) exists and is unique. If the domain $\Omega$ is a closed surface, $\Omega$ does not possess boundary and we can consider $V = V_g = V_0$; in this case, the weak formulation of a generic scalar elliptic PDE of order $2m$ reads:

$$\text{find } u \in V : \quad a(v, u) = F(v) \quad \forall v \in V,$$

(3.13)

where we assume that the form $a : V \times V \to \mathbb{R}$ carries a zeroth order linear operator corresponding to a dissipation term, which makes $a(\cdot, \cdot)$ strongly coercive in $V \equiv H^m(\Omega)$.

By recalling the invertibility of the geometric mapping (2.1), we recast problems (3.12) and (3.13) into the parametric domain $\hat{\Omega}$, thus obtaining:

$$\text{find } \hat{u} \in \hat{V}_g : \quad \hat{a}(\hat{v}, \hat{u}) = \hat{F}(\hat{v}) \quad \forall \hat{v} \in \hat{V}_0$$

(3.14)

and

$$\text{find } \hat{u} \in \hat{V} : \quad \hat{a}(\hat{v}, \hat{u}) = \hat{F}(\hat{v}) \quad \forall \hat{v} \in \hat{V},$$

(3.15)

respectively, where $\hat{V}_g$, $\hat{V}_0$, and $\hat{V}$ correspond to the spaces $V_g$, $V_0$, and $V$ defined over the parametric domain $\hat{\Omega}$. This operation of recasting the problem in $\hat{\Omega}$ is usually called pull-back operation and it is performed by exploiting the differential operators (3.5), (3.7), (3.9), and (3.11) introduced in the previous section to build the form $\hat{a}(\cdot, \cdot)$ and the functional $\hat{F}(\cdot)$.

3.2.1 Laplace-Beltrami biharmonic problem

Let us consider a sufficiently regular open surface domain $\Omega \subset \mathbb{R}^3$ described by NURBS. The biharmonic operator $\Delta^2_\Omega$ is the fourth order Laplace-Beltrami differential operator on the surface $\Omega$ defined as $\Delta^2_\Omega := \Delta_\Omega \Delta_\Omega$ (here $m = 2$). We consider the following biharmonic problem with homogeneous essential boundary conditions:

$$\begin{align*}
\text{find } u : \Omega \to \mathbb{R} : & \quad \begin{cases} 
\mu \Delta^2_\Omega u + \gamma u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
\nabla_\Omega u \cdot \mathbf{n} = 0 & \text{on } \partial \Omega,
\end{cases}
\end{align*}$$

(3.16)

where $\mu$ and $\gamma \in \mathbb{R}$ are positive constants, $\mathbf{n}$ is the outward directed unit normal vector at the boundary $\partial \Omega$, and $f$ is a sufficiently regular function. If the domain $\Omega$ is a closed surface, problem (3.16) reduces to:

$$\text{find } u : \Omega \to \mathbb{R} : \quad \mu \Delta^2_\Omega u + \gamma u = f \quad \text{in } \Omega.$$

(3.17)

Problems (3.16) and (3.17) in weak formulation read as in Eqs. (3.12) and (3.13), now with:

$$a(v, u) := \int_\Omega \mu \Delta_\Omega u \Delta_\Omega v d\Omega + \int_\Omega \gamma uv d\Omega,$$

(3.18)
and
\[ F(v) := \int_{\Omega} f v \, d\Omega, \]  
(3.19)
with \( V_g = V_0 = H^2_0(\Omega) \) and \( V = H^2(\Omega) \), respectively\(^1\). We recall that problem (3.16) is well posed with \( \gamma = 0 \), while problem (3.17) necessitates \( \gamma > 0 \). The problems are then recast into the parametric domain \( \hat{\Omega} \) as in Eqs. (3.14) and (3.15), with the bilinear form \( \hat{a}(\cdot, \cdot) \) and linear operator \( \hat{F}(\cdot) \) obtained by pulling-back \( a(\cdot, \cdot) \) and \( F(\cdot) \) into the parametric domain \( \hat{\Omega} \) as:
\[ \hat{a}(\hat{v}, \hat{u}) := \int_{\hat{\Omega}} \mu \frac{1}{\hat{g}} \hat{\nabla} \cdot \left( \hat{g} \hat{G}^{-1} \hat{\nabla} \hat{u} \right) \hat{\nabla} \cdot \left( \hat{g} \hat{G}^{-1} \hat{\nabla} \hat{v} \right) \, d\hat{\Omega} + \int_{\hat{\Omega}} \gamma \hat{\nabla} \hat{v} \hat{g} \, d\hat{\Omega}, \]  
(3.20)
and
\[ \hat{F}(\hat{v}) := \int_{\hat{\Omega}} \hat{f} \hat{v} \hat{g} \, d\hat{\Omega}. \]  
(3.21)

### 3.2.2 Laplace-Beltrami triharmonic problem

The **triharmonic operator** \( \Delta^3_{\Omega} \) is the sixth order Laplace-Beltrami differential operator on the surface \( \Omega \) defined as \( \Delta^3_{\Omega} := \Delta_{\Omega} \Delta_{\Omega} \Delta_{\Omega} \) (here \( m = 3 \)). We consider the following triharmonic problem with homogeneous essential boundary conditions:
\[ \begin{cases} -\mu \Delta^3_{\Omega} u + \gamma u = f & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \\ \nabla_{\Omega} u \cdot \mathbf{n} = 0 & \text{on } \partial \Omega, \\ \Delta_{\Omega} u = 0 & \text{on } \partial \Omega, \end{cases} \]  
(3.22)
where \( \mu \) and \( \gamma \in \mathbb{R} \) are positive constants and \( f \) is a sufficiently regular function. When considering closed surface domains, the problem becomes:
\[ \begin{cases} -\mu \Delta^3_{\Omega} u + \gamma u = f & \text{in } \Omega. \end{cases} \]  
(3.23)

Problems (3.22) and (3.23) in weak formulation read as in Eqs. (3.12) and (3.13), now with:
\[ a(v, u) = \int_{\Omega} \mu \nabla_{\Omega} (\Delta_{\Omega} u) \cdot \nabla_{\Omega} (\Delta_{\Omega} v) \, d\Omega + \int_{\Omega} \gamma u v \, d\Omega \]  
(3.24)
and
\[ F(v) = \int_{\Omega} f v \, d\Omega \]  
(3.25)
respectively, with \( V_g = V_0 = H^3_0(\Omega) \) and \( V = H^3(\Omega) \). We remark that problem (3.22) is well posed for \( \gamma = 0 \), while problem (3.23) requires \( \gamma > 0 \). When recast into the parametric domain \( \hat{\Omega} \), the weak formulations of problems (3.22) and (3.23) read as in Eqs. (3.14) and (3.15), with the bilinear form \( \hat{a}(\cdot, \cdot) \) and linear operator \( \hat{F}(\cdot) \) defined as:
\[ \hat{a}(\hat{v}, \hat{u}) := \int_{\hat{\Omega}} \mu \hat{\nabla} \left[ \frac{1}{\hat{g}} \hat{\nabla} \cdot \left( \hat{g} \hat{G}^{-1} \hat{\nabla} \hat{u} \right) \right] \cdot \left( \hat{g} \hat{G}^{-1} \hat{\nabla} \hat{v} \right) \, d\hat{\Omega} + \int_{\hat{\Omega}} \gamma \hat{\nabla} \hat{v} \hat{g} \, d\hat{\Omega}, \]  
(3.26)
and
\[ \hat{F}(\hat{v}) := \int_{\hat{\Omega}} \hat{f} \hat{v} \hat{g} \, d\hat{\Omega}. \]  
(3.27)

\(^1\)We recall that \( H^m_0(\Omega) := \{ v : \Omega \to \mathbb{R}, v \in H^m(\Omega), \gamma_0 v = \ldots = \gamma_{m-1} v = 0 \text{ on } \partial\Omega \} \), where \( \gamma_k \) denotes the trace operator of order \( k \), for \( k = 0, 1, \ldots, m - 1 \) [1].
3.2.3 High order Laplace-Beltrami eigenvalue problems

We consider the eigenvalue problem defined on a closed surface $\Omega$, as e.g. the sphere:

$$\text{find } u \in V \text{ and } \lambda \in \mathbb{R} : \quad a(v, u) = \lambda b(v, u) \quad \forall v \in V,$$

(3.28)

where $a(\cdot, \cdot)$ is the bilinear form associated with either the biharmonic problem (3.18) or the triharmonic problem (3.24) for $\gamma = 0$, while $b : V \times V \to \mathbb{R}$ is the bilinear form representing the mass term, defined as:

$$b(v, u) := \int_{\Omega} uv \, d\Omega$$

(3.29)

and $V = H^m(\Omega)$ is a suitable function space chosen according to the order $2m$ of the differential operator as seen in Sections 3.2.1 and 3.2.2. Due to the symmetry of the problem, we expect all the eigenvalues to be real valued and non negative, i.e. $\lambda \in \mathbb{R}, \lambda \geq 0$.

Problem (3.28) can be rewritten into the parametric domain $\hat{\Omega}$ as:

$$\text{find } \hat{u} \in \hat{V} \text{ and } \lambda \in \mathbb{R} : \quad \hat{a}(\hat{v}, \hat{u}) = \lambda \hat{b}(\hat{v}, \hat{u}) \quad \forall \hat{v} \in \hat{V},$$

(3.30)

where $\hat{V}$ is the function space associated to $V$ over the parametric domain $\hat{\Omega}$, $\hat{a}(\cdot, \cdot)$ is the bilinear form $a(\cdot, \cdot)$ pulled back into the parametric domain, thus either (3.20), for the biharmonic problem, or (3.26), for the triharmonic problem, for $\gamma = 0$; the bilinear form $\hat{b} : \hat{V} \times \hat{V} \to \mathbb{R}$ reads:

$$\hat{b}(\hat{v}, \hat{u}) := \int_{\hat{\Omega}} \hat{u} \hat{v} \hat{g} \, d\hat{\Omega}.$$  

(3.31)

4 Approximation of PDEs: Isogeometric Analysis

Let us consider as prototype the $2m$-th order PDE (3.12) for $m = 2, 3$ defined on a surface $\Omega \subset \mathbb{R}^3$ described by NURBS. We consider its approximation by means of NURBS-based IGA in the framework of the Galerkin method. We thus use the NURBS function space $N_h$ defined in Eq. (2.8) and look for an approximate solution $u_h \in N_h$ such that:

$$u_h(x) = \sum_{i=1}^{n_{bf}} \left( \hat{R}_i(\xi) \circ x^{-1}(\xi) \right) U_i,$$

(4.1)

where $U = (U_1, \ldots, U_{n_{bf}})^T \in \mathbb{R}^{n_{bf}}$ is the vector of control variables, corresponding to the unknowns of the discrete problem. For IGA in the framework of the Galerkin method, $u_h$ is obtained by solving the finite dimensional problem:

$$\text{find } u_h \in V_{g,h} : \quad a(v_h, u_h) = F(v_h) \quad \forall v_h \in V_{0,h},$$

(4.2)

where $V_{g,h} := V_g \cap N_h$ and $V_{0,h} := V_0 \cap N_h$. Then, we rewrite it in the parametric domain $\hat{\Omega}$, obtaining:

$$\text{find } \hat{u}_h \in \hat{V}_{g,h} : \quad \hat{a}(\hat{v}_h, \hat{u}_h) = \hat{F}(\hat{v}_h) \quad \forall \hat{v}_h \in \hat{V}_{0,h},$$

(4.3)

where $\hat{V}_{g,h} := \hat{V}_g \cap \hat{N}_h$ and $\hat{V}_{0,h} := \hat{V}_0 \cap \hat{N}_h$. The transformed solution $\hat{u}_h$ reads:

$$\hat{u}_h(\xi) = \sum_{i=1}^{n_{bf}} \hat{R}_i(\xi) U_i.$$  

(4.4)
Figure 3: Examples of NURBS basis functions of degree $p = 2$ on the sphere; globally $C^0$-continuous basis functions (top row) and $C^2$-continuous a.e. basis functions (bottom row).

The same procedure is followed when considering problems defined on closed surfaces, like (3.13). The high order Laplace-Beltrami eigenvalue problem defined in (3.28) is discretized by means of NURBS-based IGA in a similar way; in the parametric domain $\hat{\Omega}$, it reads:

$$\text{find } \hat{u}_h \in \hat{V}_h \text{ and } \lambda_h \in \mathbb{R} : \quad \hat{a}(\hat{v}_h, \hat{u}_h) = \lambda_h \hat{b}(\hat{v}_h, \hat{u}_h) \quad \forall \hat{v}_h \in \hat{V}_h,$$

where $\hat{a}(\cdot, \cdot)$ is either the bilinear form (3.20) or (3.26), $\hat{b}(\cdot, \cdot)$ is the bilinear form of Eq. (3.31), and $\hat{V}_h$ is a suitable NURBS function space whose elements satisfy the differentiability requirements associated to the operators under consideration (that is $H^m_0(\hat{\Omega})$ or $H^m(\hat{\Omega})$ for an original differential operator of order $2m$).

We remark that, depending on the order of the PDE, it is necessary to satisfy different differentiability requirements on $u_h$ and $v_h$. Specifically, for PDEs of order $2m$ the trial and test function spaces should be subspaces of the function space $H^m(\Omega)$, for $m \geq 1$. This requirement is satisfied for example if the basis functions are at least globally $C^{m-1}$-continuous on the surface $\Omega$. This is a distinguishing feature of NURBS-based IGA: the global continuity of the NURBS basis functions can be defined and set by means of suitable refinement procedures [40]. As mentioned in Section 2.2, by using a subparametric approach, globally $C^{m-1}$-continuous basis functions on closed or partially closed surfaces can be defined by using suitable local linear transformations. In these cases, the NURBS spaces for the IGA approximation are built as e.g. $\hat{V}_h^{\text{per}} = \hat{V} \cap \hat{\mathcal{N}}_h^{\text{per}}$ and $V_h^{\text{per}} = V \cap \mathcal{N}_h^{\text{per}}$ from Eqs. (2.10) and (2.11). In this respect, we use at least globally $C^1$-continuous basis functions for fourth order problems ($m = 2$) and at least globally $C^2$-continuous basis functions for sixth order problems ($m = 3$). However, some closed surfaces of practical interest, as e.g. the sphere, can only be built by NURBS basis functions which do not possess the required degree of global continuity, as the presence of localized singularities of the geometrical mapping prevents the basis functions to be globally $C^{m-1}$-continuous on $\Omega$. For example, the standard single patch construction of the sphere involves the presence of two singularities at the poles, for which the subparametric approach leads to the use of NURBS spaces where the functions are only $C^0$-continuous at the poles and up to $C^{m-1}$-continuous elsewhere. In this case, the basis function
are $C^{m-1}$-continuous a.e. in $\Omega$ and globally $C^{m-1}$-continuous in $\widehat{\Omega}$. Nevertheless, even in presence of these pointwise singularities, numerical evidence shows that the spaces $V^per_h$ obtained in this manner are subspaces of $H^m(\Omega)$ even if the basis functions are not pointwise $C^{m-1}$-continuous across the poles (see Sections 5.1 and 5.2). As example, in Figure 3 eight NURBS basis functions of degree $p = 2$ on the sphere are reported: the top row shows the original non transformed NURBS basis functions which are only $C^0$-continuous across the equator and four meridians (indicated as black lines); the bottom row shows four periodic basis functions which have been transformed as in Eq. (2.9) and are $C^1$-continuous a.e. on the sphere, i.e. except at the poles.

We now briefly discuss the accuracy of the IGA approximation of problem (4.2) under $h$-refinement. In this respect, in [40] error estimates for the approximation of elliptic high order PDEs by means of NURBS-based IGA are available for 2D and 3D domains. In particular, following Theorem 3.3 of [40] for an elliptic PDE of order $2m$ defined in $\Omega \subset \mathbb{R}^d$, for $d = 2, 3$, endowed with homogeneous essential boundary conditions, let us assume that $u \in H^r(\Omega)$, for $r \geq m$, and that the approximate solution $u_h$ is obtained by means of NURBS-based IGA in the framework of the Galerkin method. Then, we have from [40] the following a priori error estimate in lower order norms $H^\sigma(\Omega)$, with $0 \leq \sigma \leq m$:

$$\|u - u_h\|_{H^\sigma(\Omega)} \leq C_{shape}h^\beta\|u\|_{H^r(\Omega)},$$

(4.6)

where $p$ is the polynomial degree, $\beta := \min\{\delta - \sigma, 2(\delta - m)\}$, with $\delta := \min\{r, p + 1\}$, and $C_{shape}$ being a constant independent of $h$. We remark that, while the result of [40] is proved for problems for which the dimension of the parametric domain $\widehat{\Omega} \subset \mathbb{R}^k$ is equal to the dimension of the physical domain $\Omega \subset \mathbb{R}^d$, i.e. $k = d$, it can be extended to the case of surfaces, similarly to [13] for second order surface PDEs.

5 Numerical Solution of Steady PDEs

We consider the solution of benchmark problems with fourth and sixth order elliptic PDEs defined on open and closed surfaces. Specifically, we propose two test cases: the numerical approximation of the Laplace-Beltrami biharmonic problem (Test 1) and the Laplace-Beltrami triharmonic problem (Test 2) on a quarter of cylinder (open surface) and a unit sphere (closed surface).

5.1 Test 1. Laplace-Beltrami biharmonic problem

We consider the numerical approximation of the Laplace-Beltrami biharmonic problem (3.16) on a open surface $\Omega$ representing a quarter of cylinder (Test 1.1) and then of problem (3.17) on a sphere (Test 1.2). Since $V \subseteq H^2(\Omega)$, for the discretization of the problem (and the exact representation of the geometry) we consider NURBS bases of degree $p \geq 2$ and at least globally $C^1$-continuous in the parametric domain $\widehat{\Omega}$. Regarding the sphere, we enforce global $H^2$-regularity in the physical space across the closed surface by means of the periodic transformations of the NURBS basis functions described in Sections 2.2 and 4. We remark that, in this way, we obtain at least global $C^{p-1}$-continuity a.e. on the surface of the sphere, with exception at the poles.

We consider an hand-crafted right-hand-side function $f$ such that the exact solution $u$ is known and is globally $C^\infty$-continuous on $\Omega$. Specifically, for Test 1.1, with the domain $\Omega = (0, \pi/2) \times (0, 1)$ in cylindrical coordinates representing a quarter of cylinder with unitary radius and centered in the origin, we consider the following exact solution in cylindrical coordinates $(\phi, z)$ (Figure 4a):

$$u(\phi, z) = \sin^2(2\phi)\sin^2(\pi z),$$

(5.1)
where \( \phi = \tan(y/z) \), with \( \mu = 1 \) and \( \gamma = 0 \). On the sphere of unitary radius centered at the origin (Test 1.2) we use instead (Figure 4c):

\[
u(x,y,z) = (x-x_0)(y-y_0)^2 - (y-y_0)(z-z_0)^2 + (x-x_0)^2(z-z_0), \tag{5.2}\]

with \( x_0 = 0.05 \), \( y_0 = 0.1 \), and \( z_0 = 0.15 \).

The biharmonic problem is governed by a fourth order operator \( m = 2 \) and, when considering exact solutions \( u \in H^r(\Omega) \), with \( r \geq m \) (as it is the case with \( u \in C^\infty(\Omega) \)), the following estimates hold for problem (3.16) as deduced by the inequality (4.6):

\[
\|u - u_h\|_{H^2(\Omega)} \leq C_{\text{shape}} h^{-1} \|u\|_{H^r(\Omega)} \quad \quad \|u - u_h\|_{L^2(\Omega)} \leq \tilde{C}_{\text{shape}} h_{\min} (p+1,2p-2) \|u\|_{H^r(\Omega)}. \tag{5.3}\]

In Figure 5, we report the errors\(^2\) in norms \( H^2(\Omega) \) and \( L^2(\Omega) \) obtained by the IGA approximation of the biharmonic problem on the quarter of cylinder (Test 1.1) under \( h \)-refinement, having used NURBS bases of degree \( p = 2 \) and \( p = 3 \), which are globally \( C^1 \)- and \( C^2 \)-continuous, respectively. We observe that the convergence rates are in agreement with the error estimates (5.3). Indeed, the convergence rates are 1 and 2 for the errors in norm \( H^2 \) using basis of degrees \( p = 2 \) and 3, respectively; similarly, the rates are 2 and 4 for the errors in the norm \( L^2 \) for \( p = 2 \) and 3, respectively.

The errors obtained for the approximation of the biharmonic problem on the unit sphere (Test 1.2) are reported instead in Figure 6, for which the convergence rates still satisfy Eq. (5.3) (actually, the convergence rate for the error in the lower order norm \( L^2 \) is higher than expected from Eq. (5.3) for \( p = 2 \), being equal to 3). For the sake of comparison, we also consider the approximation of the biharmonic problem (3.17) on the sphere \( \Omega \) by means of a standard isoparametric FEM. In this case, we consider, in view of the FEM approximation based on \( C^0 \)-continuous Lagrangian basis functions, the following mixed formulation:

\[
\begin{align*}
fund u, y : \Omega \to \mathbb{R} : & \quad \begin{cases}
-\Delta_{\Omega} u - y = 0 & \text{in } \Omega, \\
-\mu \Delta_{\Omega} y + \gamma u = f & \text{in } \Omega,
\end{cases}
\end{align*} \tag{5.4}\]

\(^2\)We remark that, instead of computing the norm \( H^2 \) by using the full seminorm \( H^2 \), we evaluate the norm \( L^2 \) of the surface Laplace-Beltrami operator. Indeed, for closed surfaces or open surfaces for which the essential boundary conditions are enforced, these are equivalent, i.e. \( \|\Delta_{\Omega} \varphi\|_{L^2(\Omega)} \simeq \|\varphi\|_{H^2(\Omega)} \), for \( \varphi \in H^2(\Omega) \) on a closed surface or \( \varphi \in H^2_0(\Omega) \).
Figure 5: Test 1.1. Biharmonic problem on the quarter of cylinder. Errors in norms $H^2(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ for NURBS bases of degrees $p = 2$ and $3$, globally $C^1$- and $C^2$-continuous, respectively (logarithmic scales are used on both the axes).

Figure 6: Test 1.2. Biharmonic problem on the sphere. Errors in norms $H^2(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ for NURBS bases of degrees $p = 2$ and $3$, $C^1$- and $C^2$-continuous a.e. on $\Omega$, respectively (logarithmic scales are used on both the axes).

where $y : \Omega \to \mathbb{R}$ is an auxiliary unknown. Problem (5.4), for which $u$ and $y \in H^1(\Omega)$, is discretized using isoparametric FEM of degrees $p = 2$ and $3$ on successively finer meshes of the unit sphere. We remark that, due to the difficulty of having high order continuity across the elements, standard FEM discretizations need a system of equations with approximately twice the amount of DOFs compared to IGA, and thus are potentially less efficient. A comparison between the approximation errors obtained with IGA and FEM discretizations is shown in Figure 7, for which both the errors vs. the mesh size and the number of DOFs involved in the IGA and FEM approximations are reported. As we notice from Figure 7, the IGA approximation requires a smaller number of DOFs than its FEM counterpart of the same degree to achieve the same level of error. Thus, the same accuracy can be obtained with less DOFs for which IGA is potentially more efficient than the isoparametric FEM for the approximation of this high order problem.
Figure 7: Test 1.2. Biharmonic problem on the sphere. Errors in norms $H^2(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ (left) and number of DOFs (right), obtained with IGA and FEM for degrees $p = 2$ (top) and 3 (bottom); the IGA approximation uses NURBS basis functions $C^1$- and $C^2$-continuous a.e. on $\Omega$, respectively (logarithmic scales are used on both the axes).

5.2 Test 2. Laplace-Beltrami triharmonic problem

We consider the numerical approximation of problems (3.22) and (3.23) on the quarter of cylinder (Test 2.1) and the unit sphere (Test 2.2), respectively. Following the same procedure outlined in Section 3.2.1, we employ for the discretization of the problem and the representation of the geometry NURBS bases of degree $p \geq 3$ and at least globally $C^2$-continuous in the parametric domain $\hat{\Omega}$. For Test 2.1, defined on the quarter of cylinder, we consider the following exact solution in cylindrical coordinates $(\phi, z)$ (Figure 4b):

$$u(\phi, z) = \sin^3(2\phi) \sin^3(\pi z), \quad (5.5)$$

where $\phi = \text{atan}(y/z)$, with $\mu = 1$, and $\gamma = 0$ and $f$ suitably chosen. For problem (3.23) defined on the sphere (Test 2.2), we consider a right-hand-side function $f$ such that the exact solution $u$ is the one reported in Eq. (5.2) and shown in Figure 4c using the same parameters.

By applying Theorem 3.3 of [40] to problem (3.22), an elliptic PDE of order 6 endowed with homogeneous essential boundary conditions, for which $u \in H^r(\Omega)$, with $r \geq 3$, the following
estimates hold from Eq. (4.6):
\[
\|u - u_h\|_{H^3(\Omega)} \leq C_{\text{shape}} h^{p-2} \|u\|_{H^r(\Omega)}
\]
\[
\|u - u_h\|_{L^2(\Omega)} \leq C_{\text{shape}} h^{\min\{p+1,2p-4\}} \|u\|_{H^r(\Omega)}.
\]

Figure 8 shows the errors\(^3\) in norms $H^3(\Omega)$ and $L^2(\Omega)$ obtained by the IGA approximation of the triharmonic problem on the quarter of cylinder (Test 2.1) under $h$-refinement, with $C^2$-continuous

\(^3\)Similarly to the case of the biharmonic problem, we do not compute the norm $H^3$ by using the seminorm $H^3$, but rather we use the norm $L^2$ of the third order Laplace-Beltrami operator. Indeed, for closed surfaces and problems with essential boundary conditions, the former seminorm and norm are equivalent, i.e. $|\varphi|_{H^3(\Omega)} \simeq \|\nabla_n \Delta \varphi\|_{L^2(\Omega)}$, for $\varphi \in H^3(\Omega)$ with $\Omega$ closed or $\varphi \in H^3_0(\Omega)$. 

Figure 8: Test 2.1. Triharmonic problem on the quarter of cylinder. Errors in norms $H^3(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ for NURBS bases of degree $p = 3$ and 4 and globally $C^2$-continuous in both cases (logarithmic scales are used on both the axes).

Figure 9: Test 2.2. Triharmonic problem on the sphere. Errors in norms $H^3(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ for NURBS bases of degrees $p = 3$ and 4 and $C^2$-continuous a.e. on $\Omega$ in both cases (logarithmic scales are used on both the axes).
Figure 10: Triharmonic problem on the sphere. Errors in norm $H^3(\Omega)$ and $L^2(\Omega)$ vs. mesh size $h$ (left) and number of DOFs (right), obtained with IGA and FEM for degree $p = 3$; for the IGA approximation NURBS basis functions $C^2$-continuous a.e. on $\Omega$ are used.

NURBS basis functions of degrees $p = 3$ and 4. We observe that the convergence rates obtained are in agreement with the error estimate (5.6); indeed, the rates are 1 and 2 for the errors in norm $H^3$ using basis of degrees $p = 3$ and 4, respectively, and 2 and 4 for the errors in norm $L^2$ for $p = 3$ and 4, respectively.

Figure 9 shows the errors obtained by the numerical approximation of the triharmonic problem on the sphere (Test 2.2). Similarly to the biharmonic problem, the convergence rates of the error in norm $L^2$ are higher than expected; indeed, these are 4 and 5 using basis of degrees $p = 3$ and 4, respectively. In addition, we consider the approximation of the triharmonic problem (3.23) defined on the sphere $\Omega$ by means of a standard isoparametric FEM approximation. In this respect, we consider the problem in mixed formulation:

\[
\begin{align*}
-\Delta_{\Omega} u + z &= 0 & \text{in } \Omega, \\
-\Delta_{\Omega} z + y &= 0 & \text{in } \Omega, \\
-\mu \Delta_{\Omega} y + \gamma u &= f & \text{in } \Omega,
\end{align*}
\]

where $y$ and $z : \Omega \to \mathbb{R}$ are auxiliary unknowns. Problem (5.7) is discretized using isoparametric FEM of degree $p = 3$ on successively finer meshes on the unit sphere. In this case, the FEM discretizations of problem (5.7) yield system of equations with approximately three times the amount of DOFs of IGA. The errors obtained with IGA and FEM are reported in Figure 10 vs. the mesh size and the number of DOFs. As we can observe, IGA yields the same level of error with a much smaller number of DOFs, for which the same accuracy can be obtained more efficiently.

### 5.3 Test 3. High order Laplace-Beltrami eigenvalue problems

We consider the numerical approximation of the eigenvalue problem (3.30) associated to the Laplace-Beltrami operators of the fourth ($m = 2$) and sixth ($m = 3$) orders on the unit sphere. The exact eigenvalues, solution of the eigenvalue problem governed by an operator of order $2m$,
with \( m \geq 1 \), are (see e.g. [36]):

\[
\lambda_n = (n(n + 1))^m \quad \text{for } n = 0, 1, \ldots, \infty,
\]

(5.8)

where each eigenvalue \( \lambda_n \) has multiplicity \( 2n + 1 \). For the numerical approximation, we employ NURBS bases of degree \( p = 2 \) and \( C^1 \)-continuous a.e. in \( \Omega \) for \( m = 2 \), while for \( m = 3 \) we use NURBS bases of degree \( p = 3 \) and \( C^2 \)-continuous a.e. in \( \Omega \). In Figure 11 we report the normalized spectra, i.e. the relative error \( \lambda_{n,h}/\lambda_n \) vs. the normalized eigenvalue number \( n/n_{bf} \), considering two different mesh sizes \( h \) for both the bilaplacian and trilaplacian eigenvalue problems.

6 Phase Field Models on Closed Surfaces

We consider the numerical approximation of two phase field models: the fourth order Cahn-Hilliard equation and the sixth order crystal equation on closed surfaces.

6.1 The Cahn-Hilliard equation

Spinodal decomposition is the process of phase separation undergone by a quenched homogeneous fluid mixture [8] and the Cahn-Hilliard equation is a stiff, nonlinear, fourth order parabolic equation which describes such spinodal decomposition for a binary fluid [21, 27]. Let \( \Omega \subset \mathbb{R}^3 \) be an arbitrary surface domain, then the binary fluid mixture is contained in \( \Omega \) and the concentration of one of its components is denoted by \( u = u(x,t) : \Omega \times (0,T) \to \mathbb{R} \). The Cahn-Hilliard equation models the dissipation of the Ginzburg-Landau free energy \( \Psi \) within a mass conservative system [9]: \( \dot{\Psi} = \dot{\Psi}_c + \dot{\Psi}_s \), where \( \dot{\Psi}_c \) refers to the chemical free energy (bulk energy) and \( \dot{\Psi}_s \) is the surface free energy. The chemical free energy describes the immiscibility of the mixture’s components and, as far as isothermal binary mixtures are concerned, it can be written as

\[
\Psi_c(u) = \frac{1}{2\theta} (u \log(u) + (1 - u) \log(1 - u)) + u(1 - u),
\]

where \( \theta \) is the ratio between the critical
the absolute temperatures [9]; in this paper, we set \( \theta = 3/2 \), for which \( \Psi_c \) assumes the form of a double well in the variable \( u \); the minimization of the chemical free energy leads to the separation of the phases. The surface free energy describes the attractive long-range interactions between the molecules of the binary mixture [27] and reads \( \Psi_s(u) = \frac{1}{2} \lambda \nabla \Omega u \cdot \nabla \Omega u \), where the differential operators are defined on the surface \( \Omega \) and the parameter \( \lambda \) characterizes the interface thickness between the phases by a length scale proportional to \( \sqrt{\lambda} \). The minimization of the surface free energy leads to the coarsening of the phases; in fact, solutions of the Cahn-Hilliard equation for which \( \Psi \) is minimum correspond to the solutions of the isoperimetric problem [42].

In order to minimize the free energy \( \Psi \) while maintaining the constraint of mass conservation, we exploit the \( H^{-1} \) gradient flow of \( \Psi \) on the surface \( \Omega \) as in [20]. Therefore, assuming suitable boundary conditions, we write the Fréchet derivative of the free energy as \( \frac{\delta \Psi}{\delta u} = \mu_u - \lambda \Delta \Omega u \), where \( \mu_u \) is the chemical potential, corresponding to \( \frac{du}{du} = \frac{1}{2\theta} \log \left( \frac{u}{1-u} \right) + 1 - 2u \). If the surface \( \Omega \) is closed, i.e. if \( \partial \Omega \equiv \emptyset \), the \( H^{-1} \) gradient flow leads to the following problem:

\[
\begin{cases}
\frac{\partial u}{\partial t} = \nabla \Omega \cdot (M_u \nabla \Omega (\mu_u - \lambda \Delta \Omega u)) & \text{in } \Omega \times (0, T), \\
u(0) = u_0 & \text{in } \Omega \times \{0\},
\end{cases}
\tag{6.1}
\]

where \( M_u = M_0 u (1-u) \) is the degenerate mobility [8]. The problem is then rewritten in dimensionless form [27] before being discretized:

\[
\text{find } u(t) \in L^2(0,T; V) \cap H^1(0,T; L^2(\Omega)) : \quad \begin{cases}
\int_{\Omega} \frac{\partial u}{\partial t} v d\Omega + a(u(t))(v) = 0 & \forall v \in V, t \in (0,T), \\
u(0) = u_0 & \text{in } \Omega,
\end{cases}
\tag{6.2}
\]

where \( V = H^2(\Omega) \),

\[
a(u)(v) := \int_{\Omega} (N_1 M_u \nabla \mu_u + \nabla \mu_u M_u \Delta \mu_u) \cdot \nabla \Omega v d\Omega + \int_{\Omega} M_u \Delta \mu_u \Delta \Omega v d\Omega,
\tag{6.3}
\]

the differential operators are now dimensionless, and \( N_1 = \frac{L_0^2}{\lambda} \) is a dimensionless parameter, with \( L_0, M_0 \) and \( T_0 = \frac{L_0^4}{\lambda M_0} \) the characteristic length, mobility and time scale, respectively; \( u_0 \) is the initial condition.

We specifically consider problem (6.1) on a unit sphere in \( \mathbb{R}^3 \). The geometry is described exactly by NURBS using a single patch. In order to approximate the solution, we consider a spatial discretization of the domain by means of NURBS-based IGA in the framework of the Galerkin method. Since the Cahn-Hilliard equation is a fourth order PDE, following the same approach outlined in Sections 2.2 and 4, we enforce at least global \( C^1 \)-continuity of the NURBS basis functions on the sphere except at the poles. Finally, we rewrite problem (6.2) in the parametric domain \( \hat{\Omega} \), reading:

\[
\text{find } \hat{u}_h(t) \in L^2(0,T; \hat{V}_h) \cap H^1(0,T; L^2(\hat{\Omega})) : \quad \hat{\text{Res}}(\hat{u}_h(t))(\hat{v}_h) = 0 \quad \forall \hat{v}_h \in \hat{V}_h, t \in (0,T),
\tag{6.4}
\]

with the initial condition \( \hat{u}_h(0) = \hat{u}_{h,0} \) in \( \hat{\Omega} \), \( \hat{V}_h := H^2(\hat{\Omega}) \cap \hat{N}_h^{per} \), and \( \hat{\text{Res}} \) the weak residual defined as:

\[
\hat{\text{Res}}(\hat{u}_h(t))(\hat{v}_h) := \int_{\hat{\Omega}} \frac{\partial \hat{u}_h}{\partial t} \hat{v}_h d\hat{\Omega} + \hat{a}(\hat{u}_h(t))(\hat{v}_h),
\tag{6.5}
\]
with \( \tilde{a}(\cdot, \cdot) \) obtained by a pull-back operation on the form (6.3) and \( \tilde{u}_{h,0} \) the pull-back of the \( L^2 \)-projection of \( u_0 \) onto \( N_h \). The weak residual in \( \Omega \) reads:

\[
\text{Res}(u_h(t))(v_h) := \int_\Omega \frac{\partial u_h}{\partial t} v_h \, d\Omega + a(u_h(t))(v_h).
\] (6.6)

### 6.2 The phase field crystal equation

Materials are often characterized by the properties of their structure at the micro-scale level, which defines their behavior at macro-scales and, usually, their traits depend on topological defects at atomic length scale. In order to account for their complex structure, most material characterizations are based on discrete Molecular Dynamics models, which are accurate but subject to severe computational time constraints, since dealing with atomic scales and phonon time scales [22]. Continuum models, on the contrary, are able to cope with larger systems and longer time lengths, but with a loss in accuracy of the physical description. The phase field crystal equation [18, 19, 32, 22] is a recently developed model for the study of crystal growth in a pure supercooled liquid, for epitaxial growth, and for crack propagation in ductile materials. The model describes a two phase system at atomic length scales, thus embedding the physical properties of the microstructure in a diffusive time scale. The phase field crystal equation is based on the definition of a free energy functional, which is minimized by a periodic density field. In this way, the free energy functional “embeds” the periodicity nature of crystal structures directly into its formulation and naturally includes the elastic energy and symmetry properties of the periodic crystal field [18]. The solution of the crystal equation is then obtained by the minimization of the energy functional, under the constraint of mass preservation.

Let us consider a surface \( \Omega \subset \mathbb{R}^3 \) and the variable \( u = u(x, t) : \Omega \times (0, T) \rightarrow \mathbb{R} \) as the local atomic density describing the two-phase system. The liquid phase is characterized by spatially uniform values of \( u \), while the crystal solid phase zone presents the typical symmetric and periodic structures of the crystal lattice. The free energy functional \( \mathcal{C} \) describing the two-phase system reads [22]:

\[
\mathcal{C}(u) := \int_\Omega \left( \Phi(u) + \frac{D}{2} k^4 u^2 - Dk^2 |\nabla \Omega u|^2 + \frac{D}{2} (\Delta \Omega u)^2 \right) \, d\Omega,
\] (6.7)

where \( D \) and \( k \) are positive constants and \( \Phi \) is defined as \( \Phi(u) := -\frac{\varepsilon}{2} u^2 - \frac{g}{3} u^3 + \frac{1}{4} u^4 \), where \( \varepsilon \) and \( g \) are positive physical parameters. In order to minimize the free energy \( \mathcal{C} \), we consider its Fréchet derivative obtained under suitable boundary conditions:

\[
\frac{\delta \mathcal{C}(u)}{\delta u} = \phi(u) + Dk^4 u + 2Dk^2 \Delta \Omega u + D \Delta_{\Omega}^2 u,
\] (6.8)

where \( \phi(u) := \Phi'(u) = -\varepsilon u - gu^2 + u^3 \). The evolution of \( u \) can then be described as the \( H^{-1} \) gradient flow of \( \mathcal{C} \). By considering fully closed surfaces, we obtain the following nonlinear time-dependent sixth order PDE on the surface \( \Omega \):

\[
\begin{cases}
\frac{\partial u}{\partial t} = \Delta \Omega \left( \phi(u) + Dk^4 u + 2Dk^2 \Delta \Omega u + D \Delta_{\Omega}^2 u \right) & \text{in } \Omega \times (0, T), \\
u(0) = u_0 & \text{in } \Omega \times \{0\}.
\end{cases}
\] (6.9)
Problem (6.9) is conveniently rewritten in dimensionless form, for which its weak formulation reads:

\[
\text{find } u(t) \in L^2(0,T;V) \cap H^1(0,T;L^2(\Omega)) : \begin{cases} 
\int_{\Omega} \frac{\partial u}{\partial t} v \, d\Omega + a(u(t))(v) = 0 \text{ } \forall v \in V, t \in (0,T), \\
u(0) = u_0 
\end{cases} \quad \text{in } \Omega \times \{0\},
\]

where \( V = H^3(\Omega) \),

\[
a(u)(v) := \int_{\Omega} \left( \phi'(u) + N_1 \right) \nabla_{\Omega} u \cdot \nabla_{\Omega} v \, d\Omega - N_2 \int_{\Omega} \Delta_u \Delta_{\Omega} v \, d\Omega + N_3 \int_{\Omega} \nabla_{\Omega} (\Delta_u u) \cdot \nabla_{\Omega} (\Delta_{\Omega} v) \, d\Omega,
\]

the differential operators are now dimensionless, and \( N_1, N_2, \) and \( N_3 \) are dimensionless parameters set as \( N_1 := \frac{Dk^4}{\phi_0}, N_2 := \frac{2Dk^2}{\phi_0 L_0^2}, \) and \( N_3 := \frac{D}{\phi_0 L_0^4} \), where \( L_0, \phi_0 \) and \( T_0 = \frac{L_0^2}{\phi_0} \) are characteristic values for length, \( \Phi \), and time.

We consider the approximation of problem (6.9) on a closed surface in \( \mathbb{R}^3 \), specifically a torus. The geometry is represented exactly by NURBS with a single patch and, as the previous example, we employ a spatial discretization by means of NURBS-based Galerkin IGA. Problem (6.9) is characterized by a sixth order PDE; therefore, the space \( V \subseteq H^3(\Omega) \) and we employ NURBS bases of degree \( p = 3 \) for both representing the geometry and approximating the solution, the latter being globally \( C^2 \)-continuous. Finally, problem (6.10) is rewritten in the parametric domain \( \tilde{\Omega} \), obtaining the following semi-discretized problem:

\[
\text{find } \tilde{u}_h(t) \in L^2(0,T;\hat{V}_h) \cap H^1(0,T;L^2(\tilde{\Omega})) : \begin{cases} 
\text{Res}(\tilde{u}_h(t))(\tilde{v}_h) = 0 \text{ } \forall \tilde{v}_h \in \hat{V}_h, t \in (0,T), \\
\tilde{u}_h(0) = \tilde{u}_{h,0} \text{ } \text{ in } \tilde{\Omega} \times \{0\},
\end{cases}
\]

where \( \hat{V}_h := H^3(\tilde{\Omega}) \cap \mathcal{N}_{h,\text{per}} \) and \( \text{Res} \) is obtained performing the pull-back operation on the weak residual \( \text{Res}(u_h(t))(v_h) := \int_{\Omega} \frac{\partial u_h}{\partial t} v_h \, d\Omega + a(u_h(t))(v_h) \).

### 6.3 Time discretization

As far as the time discretization is concerned, we employ for both the problems of Sections 6.1 and 6.2 the generalized-\( \alpha \) method [10, 21, 27]. This is a fully implicit time integration scheme, with control on the numerical dissipation. Let us consider the approximated solution \( \tilde{u}_h(t_n) = \tilde{u}^n_h \) at time \( t_n \) and discretized by means of NURBS-based IGA, such that:

\[
\tilde{u}^n_h = \sum_{i=1}^{nbf} \tilde{R}_i u_i(t_n) \quad \text{and} \quad \tilde{\dot{u}}^n_h = \sum_{i=1}^{nbf} \tilde{R}_i \dot{u}_i(t_n),
\]

the latter being the time derivative. Let us denote with \( \mathbf{U}^n \) and \( \dot{\mathbf{U}}^n \) the vectors of control variables associated with the solution and their time derivatives at time \( t_n \), i.e. \( \mathbf{U}^n = \{U_i(t_n)\}_{i=1}^{nbf} \) and \( \dot{\mathbf{U}}^n = \{\dot{U}_i(t_n)\}_{i=1}^{nbf} \). By denoting the time step size by \( \Delta t_n = t_{n+1} - t_n \), the generalized-\( \alpha \) method applied to problems (6.4) and (6.12) consists in solving, at each time step \( t_n \), with \( n \geq 0 \), the
following system of equations:

\[
\begin{align*}
\widehat{\text{Res}}(\hat{U}^{n+\alpha_m}, U^{n+\alpha_f}) &= 0 \\
U^{n+\alpha_f} &= U^n + \alpha_f (U^{n+1} - U^n) \\
\dot{U}^{n+\alpha_m} &= \dot{U}^n + \alpha_m (\dot{U}^{n+1} - \dot{U}^n) \\
U^{n+1} &= U^n + \Delta t_n \dot{U}^n + \delta \Delta t_n \left( \dot{U}^{n+1} - \dot{U}^n \right),
\end{align*}
\]  

(6.14)

where the residual vector \(\widehat{\text{Res}}(\cdot, \cdot)\) is associated with the weak residuals in Eqs. (6.4) and (6.12). The parameters \(\alpha_m, \alpha_f\) and \(\delta\) are chosen such that \(\delta = \frac{1}{2} + \alpha_m - \alpha_f\) and \(\alpha_m \geq \alpha_f \geq \frac{1}{2}\), leading to an unconditionally stable and second-order accurate method when employed for linear problems [26]. Moreover, they can be tuned to control the numerical dissipation of the high frequencies. By denoting with \(\rho_\infty \in [0, 1]\) the limit of the spectral radius of the amplification matrix for \(\Delta t \to \infty\), the parameters can be chosen as \(\alpha_m = \frac{1}{2} \left( \frac{3 - \rho_\infty}{1 + \rho_\infty} \right), \alpha_f = \frac{1}{1 + \rho_\infty}, \) and \(\delta = \frac{1}{1 + \rho_\infty}\).

In order to solve the non-linear system of equations (6.14) resulting from time and space discretizations, we employ the Newton method [34]. Following [27], by denoting with the subscript \(k\) the current Newton iterate and with \(k_{\text{max}}\) the maximum number of sub-iterations allowed, this leads to the following predictor-multicorrector scheme at the discrete time steps \(t_n\), with \(n \geq 0\):

**Predictor (initialization phase of Newton method):**

\[
U^{n+1}_0 = U^n \quad \text{and} \quad \dot{U}^{n+1}_0 = \frac{\delta - 1}{\delta} \dot{U}^n
\]  

(6.15)

**Corrector:** for \(k = 0, \ldots, k_{\text{max}} - 1\)

\[
\dot{U}^{n+\alpha_m}_{k+1} = U^n + \alpha_m (\dot{U}^{n+1}_k - \dot{U}^n) \quad \text{and} \quad U^{n+\alpha_f}_{k+1} = U^n + \alpha_f (U^{n+1}_k - U^n)
\]  

(6.16)

\[
Q_{k+1} := \text{Res} \left( \dot{U}^{n+\alpha_m}_{k+1}, U^{n+\alpha_f}_{k+1} \right)
\]  

(6.17)

\[
K_{k+1} := \alpha_m \frac{\partial \text{Res} \left( \dot{U}^{n+\alpha_m}_{k+1}, U^{n+\alpha_f}_{k+1} \right)}{\partial \dot{U}^{n+\alpha_m}} + \alpha_f \delta \Delta t_n \frac{\partial \text{Res} \left( \dot{U}^{n+\alpha_m}_{k+1}, U^{n+\alpha_f}_{k+1} \right)}{\partial \dot{U}^{n+\alpha_f}}
\]  

(6.18)

solve \(K_{k+1} \Delta \dot{U}^{n+1}_{k+1} = -Q_{k+1}\)  

(6.19)

\[
\dot{U}^{n+1}_{k+1} = \dot{U}^{n+1}_k + \Delta \dot{U}^{n+1}_{k+1} \quad \text{and} \quad U^{n+1}_{k+1} = U^{n+1}_k + \delta \Delta t_n \Delta \dot{U}^{n+1}_{k+1}.
\]  

(6.20)

The corrector phase is executed until the relative norm of the residual \(\frac{\|Q_{k+1}\|}{\|Q_0\|}\) is below a certain tolerance, or the maximum number of sub-iterations \(k_{\text{max}}\) is reached.

For the tests under consideration in Sections 6.4 and 6.5 we set \(\rho_\infty = 0.5\) and the solution of the linear system (6.19) is performed with the GMRES method [37], with incomplete-LU factorization as preconditioner.

### 6.4 Test 4. Numerical results for the Cahn-Hilliard equation

Solutions of the Cahn-Hilliard equation are characterized by extremely different time scales. In order to obtain simulations reaching the steady state in reasonable computational times, it is
necessary to employ an adaptive time stepping procedure. We resort to the scheme proposed in [12, 21, 27], for which the adaptive scheme consists in solving the problem firstly with the generalized-\(\alpha\) method and then with the Backward Euler method; then, the solution \(U_{n+1}^{\alpha}\) computed with the generalized-\(\alpha\) method and the solution \(U_{n+1}^{BE}\) obtained with the Backward Euler method are compared using a suitable criterion and the time step size updated accordingly. Specifically, by denoting with \(i\) the iterate of the adaptive time stepping scheme, for \(i = 0, \ldots, i_{\text{max}}\) the solutions \(U_{\alpha,i}^{n+1}\) and \(U_{BE,i}^{n+1}\) are calculated with time step size \(\Delta t_{n,i}\), having set \(\Delta t_{n,0} = \Delta t_{n-1}\); then, based on the relative error \(\epsilon_{n+1,i} := \frac{\|U_{\alpha,i}^{n+1} - U_{BE,i}^{n+1}\|}{\|U_{\alpha,i}^{n+1}\|}\), the new time step size is computed as:

\[
\Delta t_{n,i+1} = \gamma \sqrt{\frac{\tau}{\epsilon_{n+1,i}}} \Delta t_{n,i},
\]

where \(\tau\) is a tolerance and \(\gamma\) a safety parameter. The adaptation loop continues until the error meets the tolerance \(\tau\) or the maximum number of iterations \(i_{\text{max}}\) is reached. In this work, we set \(\tau = 10^{-3}\) and \(\gamma = 0.85\).
Figure 13: Test 4.2. Cahn-Hilliard equation on the sphere: evolution of the solution with volume fraction $v_f = 0.3$.

Figure 14: Test 4. Cahn-Hilliard equation on the sphere: energies $\Psi(t)$, $\Psi_c(t)$, and $\Psi_s(t)$ vs. time, with volume fractions $v_f = 0.5$ (Test 4.1, left) and $v_f = 0.3$ (Test 4.2, right).
We consider two tests (Test 4.1 and 4.2) for which the initial data \( u_0 \) is built as a random mix of the phases. By denoting with \( v_f = \int_\Omega u_0 d\Omega \) the volume fraction, in Test 4.1 we set \( v_f = 0.5 \), while in Test 4.2 \( v_f = 0.3 \). For both tests we set \( M_0 = 1, \lambda = 1.3144 \cdot 10^{-3}, L_0 = 1 \) and we consider the spatial IGA approximation based on NURBS bases of degree \( p = 2 \) and \( C^1 \)-continuous a.e. on \( \Omega \); the mesh is comprised of 8,844 elements for a total number of DOFs equal to 8,192. We initially set \( \Delta t_0 = 10^{-14} \). The results are reported in Figure 12 (for Test 4.1) and Figure 13 (for Test 4.2), where we highlight the phase transition from the initial mixed condition to the steady state. The evolution of the total free energy \( \Psi(t) = \Psi(u(t)) \), as well as the chemical (bulk) \( \Psi_c(t) \) and the surface \( \Psi_s(t) \) energies, are reported in Figure 14.

6.5 Test 5. Numerical results for the phase field crystal equation

Unlike the Cahn-Hilliard equation, the phase field crystal equation does not involve large variations of the time scales; nevertheless, an adhoc and rapid time step size adaptivity scheme has been employed, in order to reduce the overall computational cost of the simulation: at each time step the successive time step size is calculated as the actual one rescaled by a factor depending on the number of Newton sub-iterations \( N_{\text{newton}} \) carried at the corrector stage of the generalized-\( \alpha \) method. Specifically, \( \Delta t_{n+1} = \min \{ \beta_n \Delta t_n, \Delta t_{\text{max}} \} \), where:

\[
\beta_n = \begin{cases} 
1.2 & \text{if } N_{\text{newton}} < 3, \\
1.1 & \text{if } N_{\text{newton}} = 3, \\
0.8 & \text{if } N_{\text{newton}} = 4, \\
0.5 & \text{if } N_{\text{newton}} > 4.
\end{cases}
\]

(6.22)

This is meant to keep the number of Newton sub-iterations between 3 and 4 at each time step, which seems to be a good compromise between the computational cost and the accuracy of the solution; moreover, with respect to the adaptivity scheme described in Section 6.4, it does not require the solution of two linear systems at each time step.

We consider the approximation of the phase field crystal equation on a torus (Test 5), with initial condition \( u_0 \) representing a single crystal immersed in a uniform liquid field. We choose the parameters \( D = 10^6, k = 10^{-3/2}, L_0 = 1, \phi_0 = 5, g = 0, \) and \( \epsilon = 1 \), for which the dimensionless parameters are \( N_1 = 0.2, N_2 = 4 \cdot 10^{-3}, \) and \( N_3 = 2 \cdot 10^{-5} \), and the initial time step size \( \Delta t_0 = 5 \cdot 10^{-5} \). We consider the spatial IGA approximation of problem (6.9) using NURBS basis functions of degree \( p = 3 \) and globally \( C^2 \)-continuous on \( \Omega \); the mesh is comprised of 36,305 elements, for a total of 32,768 DOFs. The results are reported in Figure 15, while the evolution of the energy \( C(t) \) is reported in Figure 16, from which we observe that is monotonically decreasing in time.

7 Conclusions

In this work, we considered and discussed the numerical approximation of high order PDEs defined on surfaces by means of NURBS-based Isogeometric Analysis in the framework of the Galerkin method. We described the mathematical formulation of high order PDEs on surfaces, highlighting the benefits, with respect to the standard isoparametric FEM, of using NURBS function spaces for both spatially approximating the solution and representing the geometry according to the isogeometric concept; in particular, we detailed the role of the global continuity of the basis functions...
Figure 15: Test5. Phase field crystal equation on the torus: evolution of the solution.

Figure 16: Test 5. Phase field crystal equation on the torus: energy $C(t)$ vs. time.
in the physical domain for both open and closed single patch surfaces. We spatially approximated the fourth order Laplace-Beltrami biharmonic problem and the sixth order Laplace-Beltrami triharmonic problem on open and closed surfaces, with numerical results supporting the expected theoretical convergence rates; specifically, we considered the approximation of high order Laplace-Beltrami eigenvalue problems on the unit sphere. In general, the results showed that NURBS-based IGA is a very efficient tool when dealing with high order PDEs defined on surfaces and can be significantly more efficient than the isoparametric FEM applied to this class of problems. As further numerical validation, we considered phase field models which represent challenging time dependent, non linear, high order PDEs; specifically, we solved the fourth order Cahn-Hilliard equation on a sphere and the sixth order phase field crystal equation on a torus.
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