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Abstract

In this work, we propose viable and efficient strategies for the stabilization of the reduced basis approximation of an advection dominated problem. In particular, we investigate the combination of a classic stabilization method (SUPG) with the Offline-Online structure of the RB method. We explain why the stabilization is needed in both stages and we identify, analytically and numerically, which are the drawbacks of a stabilization performed only during the construction of the reduced basis (i.e. only in the Offline stage). We carry out numerical tests to assess the performances of the “double” stabilization both in steady and unsteady problems, also related to heat transfer phenomena.
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1. Introduction

The aim of this work is to study and develop a stabilized reduced basis method suitable for the approximation of the solution of parametrized advection-diffusion PDEs with high Péclet number, that is, roughly, the ratio between the advection term and the diffusion one.

Advection-diffusion equations are very important in many engineering applications, because they are used to model, for example, heat transfer phenomena (with conduction and convection) \cite{16} or the diffusion of pollutants in the atmosphere or in the water \cite{6, 26}. In such applications, we often need very fast evaluations of the approximated solution, depending on some physical and/or geometrical input parameters. This happens, for example, in the case of real-time simulations. Moreover, we need rapid evaluations also if we have to perform repeated approximation of the solution, for different input parameters. An important case of this many-query situation is represented by some optimization problems, in which the objective function to optimize depends on the parameters through the solution of a PDE.

The reduced basis (RB) method \cite{25, 29} meets our need for rapidity and it is also able to guarantee the reliability of the solution, thanks to sharp \textit{a posteriori} error bounds. A crucial feature of the RB method is its decomposition into two computational steps. During the first expensive one, called Offline step, some high-fidelity approximated solutions are computed, which will become the global basis functions of the Galerkin projections performed during the second inexpensive phase, called Online step. A brief introduction to the RB method will be given in Section 2.
As the advection-diffusion equations are often used to model heat transfer phenomena, we can find in literature many results about the RB approximation of heat transfer problems such as the Poiseuille-Graetz problem or the “thermal fin” problem [9, 20, 25, 28, 30, 31]. However, until now, only the case in which the Péclet number is reasonably low (i.e. $\sim 10^2$) was considered without stabilization.

When the Péclet number is higher (i.e. $\sim 10^5$), it is very well known [27] that the Finite Element (FE) solution of the advection-diffusion equation - that the RB method aims to recover - can show significant instability phenomena. In order to fix this problem, in the RB framework, some solutions have been proposed for the steady case [6, 7, 24, 26]. The basic idea is to consider as truth solution a stabilized FE one, using some classical stabilization method (e.g. the SUPG method [27]), and then to perform the RB Offline and Online steps using the stabilized bilinear form instead of the original one. In the cited papers we can find some applications to environmental sciences and engineering problems concerning, in particular, air pollution. Very recently, also a Petrov-Galerkin based strategy has been proposed to deal with high Péclet number problems [5].

In some of the previous works, the issue of stability was not studied too much inside concerning the Offline-Online affine decomposition and some proposed options were not very viable for more complex problems [26]. Our aim was not only to increase the Péclet number in parametrized problems dealing with convection and transport, including parametrized moving inner fronts and boundary layers. This work has been also motivated by the aim of creating a general stabilized framework to provide some explanations of previous approaches and known results in literature.

In our work we then want to go further in the study of the stabilized RB method, proposing viable and efficient strategies to be used combined with the Offline-Online computational procedures and providing a deeper analysis on the need of stabilization for parametrized advection-diffusion problems. We start by studying steady problems and then we move to the time dependent case.

After having done, in Section 2, a short presentation of the RB method, in Section 3 we observe and analyse what happens when we “stabilize” only the Offline stage of the RB method, thus producing “stable” basis functions to be interpolated in the Online stage by projecting with respect to the non-stabilized advection-diffusion operator. We will show that, in general, the latter strategy is not satisfactory because of “inconsistency” problems between the Offline and Online stages, arising from the use of two different bilinear forms. We will also prove an a priori error estimate (Proposition 3.1) in order to estimate this inconsistency. After having determined which stabilization strategy gives better results and why, in Section 4 we will try to apply it to a test problem with a parameter dependent internal layer, using also a piecewise quadratic polynomial truth approximation space. Finally, in Section 5 we extend the investigation of the RB stabilization method to parabolic problems.

2. A brief review of the reduced basis method

The reduced basis (RB) method is a reduced order modelling (ROM) technique which provides rapid and reliable solutions for parametrized partial differential equations (PPDEs), in which the parameters can be either physical or geometrical [25, 29].

The need to solve this kind of problems arises in many engineering applications, in which the evaluation of some output quantities is required. These outputs are often function of the solution of a PDE, which can in turn depend on some input parameters. The aim of the RB method is to provide a very fast computation of this input-output evaluation.

Roughly speaking, given a value of the parameter, the (Lagrange) RB method consists in a Galerkin projection of the continuous solution on a particular subspace of a high-fidelity approximation space, e.g. a finite element (FE) space with a large number of degrees of freedom. This subspace is the one spanned by some pre-computed high-fidelity global solutions (snapshots) of the continuous parametrized problem, corresponding to some properly chosen values of the parameter.
For a complete presentation of the reduced basis method we refer to [25, 29], now we just recall its main features and we introduce some notations.

2.1. The continuous problem

Let \( \mu \) belong to the parameter domain \( \mathcal{D} \), a subset of \( \mathbb{R}^p \). Let \( \Omega \) be a regular bounded open subset of \( \mathbb{R}^d \) \((d = 1, 2, 3) \) and \( X \) a suitable Hilbert space. Given a parameter value \( \mu \in \mathcal{D} \), let \( a(\cdot, \cdot; \mu) : X \times X \rightarrow \mathbb{R} \) be a bilinear form and let \( F(\cdot; \mu) : X \rightarrow \mathbb{R} \) be a linear functional. As we will focus on advection-diffusion equations, that are second order elliptic PDE, the space \( X \) will be such that \( H^1_0(\Omega) \subset X \subset H^1(\Omega) \). Formally, our problem can be written as follows:

\[
\begin{align*}
\text{find } & u(\mu) \in X \text{ s.t. } \\
& a(u(\mu), v; \mu) = F(v; \mu) \quad \forall v \in X.
\end{align*}
\]  

(1)

The coercivity and continuity assumption on the form \( a \) can now be expressed by, respectively:

\[
\exists \alpha_0 > 0 \quad \text{s.t.} \quad \alpha_0 \leq a(\mu) = \inf_{v \in X} \frac{a(v, v; \mu)}{\|v\|_X^2} \quad \forall \mu \in \mathcal{D}
\]  

(2)

and

\[
+\infty > \gamma(\mu) = \sup_{v \in X} \sup_{w \in X} \frac{|a(v, w; \mu)|}{\|v\|_X \|w\|_X} \quad \forall \mu \in \mathcal{D}.
\]  

(3)

We shall make now an important assumption: the affine dependency of \( a \) on the parameter \( \mu \). With affine, we mean that the form can be written in the following way:

\[
a(v, w; \mu) = \sum_{q=1}^{Q_a} \Theta_a^q(\mu) a^q(v, w) \quad \forall \mu \in \mathcal{D}.
\]  

(4)

Here, \( \Theta_a^q : \mathcal{D} \rightarrow \mathbb{R}, q = 1, \ldots, Q_a \), are smooth functions, while \( a^q : X \times X \rightarrow \mathbb{R}, q = 1, \ldots, Q_a \), are \( \mu \)-independent continuous bilinear forms. This assumption turns out to be crucial for performing the Offline-Online decoupling of the computation [25, 29]. At last we assume that also the functional \( F \) depends “affinely” on the parameter:

\[
F(v; \mu) = \sum_{q=1}^{Q_F} \Theta_F^q(\mu) F^q(v) \quad \forall \mu \in \mathcal{D},
\]  

(5)

where, also in this case, \( \Theta_F^q : \mathcal{D} \rightarrow \mathbb{R}, q = 1, \ldots, Q_F \), are smooth functions, while \( F^q : X \rightarrow \mathbb{R} \), \( q = 1, \ldots, Q_a \), are continuous linear functionals.

We assume that \( X^N \) is a conforming finite element space with \( N \) degrees of freedom, we can now set the truth approximation of the problem (1):

\[
\begin{align*}
\text{find } & u^N(\mu) \in X^N \text{ s.t. } \\
a^N(u^N(\mu), v^N; \mu) &= F(v^N; \mu) \quad \forall v^N \in X^N.
\end{align*}
\]  

(6)

The bilinear forms involved in the truth approximation can be different from the continuous one, as in the SUPG stabilization case that we will introduce later. As regards the coercivity of \( a^N \) we define

\[
a^N(\mu) := \inf_{v^N \in X^N} \frac{a^N(v^N, v^N; \mu)}{\|v^N\|_X^2} \quad \forall \mu \in \mathcal{D}.
\]  

(7)

Similarly, for the continuity, we can define

\[
\gamma^N(\mu) := \sup_{v^N \in X^N} \sup_{w^N \in X^N} \frac{|a^N(v^N, w^N; \mu)|}{\|v^N\|_X \|w^N\|_X} \quad \forall \mu \in \mathcal{D}.
\]  

(8)
We recall that the dimension of the finite element space error estimator [25, 29]. These pre-computed matrices. A similar strategy can also be applied to the computation of the Online stage the assembly of the reduced basis system only consists in a linear combination of parameter independent forms. It turns out to be necessary an interpolation strategy (e.g. empirical interpolation [1]) in order to recover them.

Online decoupling, as it is extensively shown in [25, 29]. If the latter assumptions are not fulfilled, it is possible to find, in particular, a detailed treatment of the advection-diffusion operators.

2.2. The reduced basis method: main features

Let us suppose that we are given a problem in the form (1) and its truth approximation (6). We recall that the dimension of the finite element space $X_N$ is $N$. We introduce now a set of $N$ suitably chosen parameter values, $S_N = \{\mu^1, \ldots, \mu^N\}$, and we can define the reduced basis space: $X_N^N = \text{span}\{u_N(\mu^n)\mid 1 \leq n \leq N\}$. Actually, we do not consider this set of particular solution as a basis, but we perform a Gram-Schmidt orthonormalization process on it [25, 29].

Given a value $\mu \in \mathcal{D}$ of the parameter we define the RB solution $u_N^\mu$ such that:

$$a^N(u_N^\mu, v_N; \mu) = F(v_N; \mu) \quad \forall v_N \in X_N^N.$$  

Recalling that $N \ll N$, we emphasize the fact that to find the RB solution we need just to solve a $N \times N$ linear system, instead of the $N \times N$ one of the FE method.

The set $S_N$ is built in the Offline stage, together with the particular solutions which span $X_N^N$, using a Greedy algorithm [25, 29]. The latter chooses, at each step, the parameter value which maximizes a suitable a posteriori error estimator $\mu \mapsto \Delta_N(\mu)$ such that

$$|||u^N(\mu) - u_N^\mu(\mu)|||_\mu \leq \Delta_N(\mu) \quad \forall \mu \in \mathcal{D}.$$  

and the algorithm stops when a prescribed tolerance $\varepsilon_{tol}$ is reached, that is when $\Delta_N(\mu) \leq \varepsilon_{tol}$ for each parameter value $\mu$ in a training set $\Xi_{\text{train}} \subset \mathcal{D}$.

The error estimator has to be sharp, in order to avoid an unnecessarily high dimension $N$ of the reduced basis space. Moreover, it must be computationally inexpensive in order to speed up the Greedy algorithm (within which it is computed many times) and to allow the certification of the RB solution during the Online stage. The estimator $\Delta_N$ is based on the residual and it requires the computation of a lower bound $\mu \mapsto \alpha_{LB}(\mu)$ for the coercivity constant (2), which can be computed using the Successive Constraint Method (SCM) [15, 29].

We want to point out that all the expensive computations (i.e. those whose cost depend on the FE space dimension $N$) are performed during the Offline stage.

As already mentioned before, the affinity assumptions (4) and (5) are crucial for the Offline-Online decoupling, as it is extensively shown in [25, 29]. If the latter assumptions are not fulfilled, it turns out to be necessary an interpolation strategy (e.g. empirical interpolation [1]) in order to recover them.

The affinity assumptions allow the storage, during the Online stage, of the matrices corresponding to the parameter independent forms $a_q$, $q = 1, \ldots, Q_\alpha$, restricted to $X_N^N$. Thanks to this fact, during the Online stage the assembly of the reduced basis system only consists in a linear combination of these pre-computed matrices. A similar strategy can also be applied to the computation of the error estimator [25, 29].

\[\text{Here } ||| \cdot |||_\mu \text{ is the norm induced by the symmetric part of the bilinear form } a(\cdot, \cdot; \mu). \text{ See (28) for the definition.}\]
3. Stabilized reduced basis: introduction and numerical tests

The main goal of this section is to design an efficient stabilization procedure for the RB method. More specifically, we will make a comparison between an Offline-Online stabilized method and an Offline-only stabilized one, when used to approximate the solution of a parametric advection-diffusion problem:

\[ -\varepsilon(\mu)\Delta u(\mu) + \beta(\mu) \cdot \nabla u(\mu) = 0 \quad \text{on} \ \Omega. \]  

given a parameter value \( \mu \in \mathcal{D} \) and suitable Dirichlet, Neumann or mixed boundary conditions. Here \( \Omega \) is an open subset of \( \mathbb{R}^2 \), while \( \varepsilon(\mu) \) and \( \beta(\mu) \) are functions \( \Omega \to [0, +\infty) \) and \( \Omega \to \mathbb{R}^2 \), respectively.

It is well known from the general theory of the numerical approximation of advection-diffusion equations, that the FE solution of such equations can show significant instability phenomena when the advective term dominates the diffusive one. Let us try to give a more detailed explanation. Let \( T_h \) be a triangulation of \( \Omega \) and let \( K \) be an element of \( T_h \). We say that a problem is advection dominated in \( K \) if the following condition holds:

\[ \mathbb{P}_K(\mu)(x) := \frac{|\beta(\mu)(x)|h_K}{2\varepsilon(\mu)(x)} > 1 \quad \forall x \in K \ \forall \mu \in \mathcal{D}, \]  

where \( h_K \) is the diameter of \( K \). It is very well known from literature (e.g. [27]) the FE approximation of advection dominated problems can show significant instability phenomena, e.g. spurious oscillations near the boundary layers. Several ways have been proposed to fix these problems. We choose to resort to a strongly consistent stabilization method: the Streamline/Upwind Petrov-Galerkin (SUPG) [3, 13, 18, 19]. For a detailed presentation of the stabilization method for the FE approximation of advection dominated problems, we refer to [27].

Let us now explain the basic ideas of the two RB stabilization methods mentioned before. As regards the Offline-Online stabilized method, the choice of the name reveals that the Galerkin projections are performed, in both Offline and Online stage, with respect to the SUPG stabilized bilinear form that is

\[ a_{\text{stab}}(w^N, v^N; \mu) = \int_{\Omega} \varepsilon(\mu)\nabla w^N \cdot \nabla v^N + (\beta(\mu) \cdot \nabla w^N)v^N + \sum_{K \in T_h} \delta_K \int_K L^\mu v^N \left( \frac{h_K}{|\beta(\mu)|} L^\mu_{SS} v^N \right) \]  

with \( w^N, v^N \) chosen in a suitable piecewise polynomial space \( X^N \). In (13) \( L^\mu \) is the parameter dependent advection-diffusion operator, that is \( L^\mu v^N = -\varepsilon(\mu)\Delta v^N + \beta(\mu) \cdot \nabla v^N \), which can be splitted in its symmetric part \( L^\mu_S \) and in its skew-symmetric one \( L^\mu_{SS} \) [27]. In the case of a divergence free advection field \( \beta \) (as in our numerical tests), we have

\[ L^\mu_S v^N = -\varepsilon(\mu)\Delta v^N, \quad L^\mu_{SS} = \beta(\mu) \cdot \nabla v^N. \]  

The bilinear form \( a_{\text{stab}} \) is coercive, so we can apply the already developed theory in order to use the reduced basis method.

We want then to understand the behaviour of the Offline-only stabilized method, which consists in using the stabilized form (13) only during the Offline stage and then projecting, during the Online stage, with respect to the standard advection-diffusion bilinear form. To motivate this choice, we recall that the RB approximation is actually a linear combination of particularly chosen truth solutions of the problem. Thus, if we consider stable truth approximations when building the reduced basis, it seems reasonable to expect RB approximations which does not show instability. Moreover, note that the Offline-only method is strongly consistent with respect to the continuous advection-diffusion problem.
The advantage of using the *Offline-only stabilized* method would be a certain reduction of the computational cost, that could be significant if the number of affine stabilization terms is very high.

We will start from the study of some quite simple test problems, for which it is straightforward to obtain the affine expansion. The first one, in Section 3.1, is a problem that shows strong instability effect that can be effectively fixed by the *Offline-Online stabilized* method. The second test case, shown in Section 3.2, is a Poiseuille-Graetz problem [16, 25].

From here on, we will explicitly write the FE space dimension $N$ only when it will be necessary.

### 3.1. A first test case

We begin by studying a problem depending only on one “physical” parameter, actually the global Péclet number. Let $\Omega$ be the unit square in $\mathbb{R}^2$, that is $(0, 1) \times (0, 1)$. The domain is sketched in Figure 1. The problem is the following one:

\[
\begin{cases}
  -\frac{1}{\mu} \Delta u(\mu) + (1, 1) \cdot \nabla u(\mu) = 0 & \text{in } \Omega \\
  u(\mu) = 0 & \text{on } \Gamma_1 \cup \Gamma_2 \\
  u(\mu) = 1 & \text{on } \Gamma_3 \cup \Gamma_4
\end{cases}
\]

with $\mu > 0$. Note that $\mu$ is the Péclet number of our problem, so we will be interested in the case in which $\mu$ is high (as $\mu$ is now a scalar, in this Section we identify $\mu$ and $\mu$).

\[
\begin{array}{c}
(0, 0) \\
\Gamma_2 \\
\Omega \\
\Gamma_3 \\
(0, 1) \\
\Gamma_4
\end{array}
\]

Figure 1: First test case: domain. On the bold sides we impose $u = 1$, while on the rest of the boundary $u = 0$.

Let $T_h$ be a proper triangulation of $\Omega$. We define $X^N$ as the subspace of $P^r(T_h) = \{v_h \in H^1(\Omega) | v_h|_K \in P^r(K), K \in T_h \}$ made up by the functions that vanish on the boundary of $\Omega$.

A very interesting case is when the local Péclet number fulfills condition (12). In Figure 2 the solution obtained by using a non-stabilized FE approximation with $\mu = 600$ is represented. In this case we can perform a RB approximation of the solution, but the RB solutions reflect all the instability problems of the FE solution, as we can see in Figure 3. For this simple case, if we let the parameter range from 100 to 1000 the Greedy algorithm converges and the energy norm of the difference between the RB solution and the FE solution behaves as for lower values of the Péclet number, as we can see in Figure 4, but this procedure would lead us to wrong physical results. This happens because the target of the RB approach is to approximate the exact continuous solution of the problem by trying to recover the FE solution which is not a stable approximation of the exact one, in this case. The vertical dotted lines in Figure 3 are plotted in correspondence of the parameter values selected by the greedy algorithm [25]. It is evident that the RB approximation error vanishes in correspondence of the parameter values selected by the greedy algorithm, as expected by definition of RB solution to guarantee the consistency of the method and the reconstruction of one of the basis solutions.

A possible way to fix this instability problems could be to use some stabilization methods. We chose to use the SUPG stabilization method. This consists in adding a strongly consistent
Figure 2: First test case, high Péclet number. FE solution for $\mu = 600$ (zoom on $[0.5, 1] \times [0.5, 1]$).

Figure 3: First test case, high Péclet number. RB solution for $\mu = 600$ (zoom on $[0.5, 1] \times [0.5, 1]$).

Figure 4: First test case, high Péclet number. RB approximation error expressed as a function of the parameter

stabilization term to the bilinear form $a$ associated to the continuous problem, that is

$$a(w, v; \mu) := \int_{\Omega} \mu \nabla w \cdot \nabla v + (\partial_x w + \partial_y w) v.$$ (16)

We chose to use $\mathbb{P}^1$ finite elements, that is $r = 1$. As piecewise linear functions have null Laplacian on each element $K$, the SUPG stabilization term reduces to:

$$s(w_h,v_h;\mu) = \sum_{K \in T_h} \delta_K h_K \sqrt{2} \int_K (\partial_x w_h + \partial_y w_h)(\partial_x v_h + \partial_y v_h)$$ (17)

again with $w_h, v_h \in \mathbb{P}^1(T_h)$. Note that, in this case, the stabilization term (17) is actually parameter independent. As regards the right hand side, denoting with $g_h$ a lifting of the Dirichlet boundary conditions, we define $F(v^N;\mu) := -a(g_h,v^N;\mu)$ and $F^s(v^N) := -s(g_h,v^N)$. The final stabilized FE formulation is

$$\text{find } u^N(\mu) \in X^N \text{ s.t. } \quad a_{\text{stab}}(u^N, v^N; \mu) = F_{\text{stab}}(v^N; \mu) \quad \forall v^N \in X^N.$$

(18)

where

$$a_{\text{stab}} = a + s, \quad F_{\text{stab}} = F + F^s.$$ (19)

It is straightforward to prove that, for our choice of polynomial approximation space, we do not need to fulfill any requirement on the weights $\delta_K$ to guarantee the stability of the discrete
problem (18) with respect to the SUPG norm [27]:

$$\|v^N\|_{\text{SUPG}, \mu} = \|v^N\|^2 + \sum_{K \in T_h} \delta_K \left( L_{SS} v^N, \frac{h_K}{\|\beta(\mu)\|} L^\mu_{SS} v^N \right)_K,$$

$$\forall v^N \in X^N, \forall \mu \in D,$$

simply because this is actually the norm induced by $a_{stab}(\cdot, \cdot; \mu)$ on $X^N$. In (20) $\| \cdot \|_{\mu}$ is the norm induced by the symmetric part of the advection-diffusion operator that is

$$\|v\|^2 \mu = \int_\Omega \varepsilon(\mu)|\nabla v|^2, \quad \forall v \in H^1_0(\Omega),$$

while $L^\mu_{SS}$ is the skew-symmetric part of the advection-diffusion operator, defined in (3). We then set $\delta_K = 1$ for each element $K \in T_h$.

Now we can try the two different approaches described before: the Offline-Online stabilized and the Offline-only stabilized methods. As regards the first one, we have just to perform the whole RB standard method simply using $a_{stab}$ instead of $a$. The Offline-only stabilized approach consists in using the form $a_{stab}$ during the Offline stage, in order to obtain stable reduced basis, and to perform the Online Galerkin projection with respect to the form $a$. Formally, denoted by $X^N_N$ the space spanned by the reduced basis, the Offline-Online stabilized solution $u^N_N(\mu) \in X^N_N$ satisfies

$$a_{stab}(u^N_N(\mu), v^N_N; \mu) = F_{stab}(v^N_N; \mu) \quad \forall v^N_N \in X^N_N,$$

while the Offline-only stabilized solution $u_N(\mu) \in X^N_N$ is such that

$$a(u_N(\mu), v_N; \mu) = F(v^N_N; \mu) \quad \forall v^N_N \in X^N_N.$$  

(22)

(23)

By using the norm induced by $a_{stab}$ to carry out the Offline stage, we are actually taking the SUPG stabilized FE solution $u^N(\mu)$ as the “exact” one. So it makes sense to measure the performance of the method by evaluating the difference between the RB solution and the stabilized FE one.

The Offline-Online stabilized method, as expected, produces stable RB solutions, as shown in Figure 5a, and the actual error, with respect to the stabilized FE solution, is smaller than the tolerance guaranteed by the greedy algorithm ($\varepsilon^*_{\text{tol}} = 10^{-5}$), as we can see in Figure 6. On the contrary, the behaviour of the Offline-only stabilized approach is very unsatisfactory. As we can see in Figure 5b, even though the reduced basis are stable, the Offline-only stabilized RB solutions show large oscillations. We have actually shown that a Galerkin projection on a subspace spanned by stable functions does not guarantee a stable solution for large values of the Péclet number.

In order to better understand which are the causes of the instability of the Offline-only stabilized method, we try to use a locally refined mesh to build the reduced basis, instead of the SUPG stabilization method, during the Offline stage. In this case, “locally” means that we refine the mesh in the area in which we expect that the boundary layer will arise. Acting in this way, we can obtain Offline stable reduced basis without resorting to any stabilization method, because the condition (12) is no more satisfied, at least where we previously had instability problems. Obviously, by increasing the number of degrees of freedom, we quite increase the computational cost. The Offline algorithm, performed using the refined mesh and the original bilinear form, produces 14 basis and it takes 711 seconds while the Offline algorithm, carried out with the coarser mesh and the stabilized bilinear form, takes only 114 seconds and builds 8 basis. The RB solutions obtained for the same parameter range as before do not show instability phenomena, so an explanation of the behaviour of the Offline-only stabilized method tested before has to be found analysing the use of different bilinear forms in the two stages of the RB method, as we will do further. We can underline how a stabilization technique performs computationally better than a local refinement technique.
3.2. A second test case: Poiseuille-Graetz flow

We now focus on a different situation, a Graetz problem [9, 16, 25, 31], in which we have two parameters: a physical one (the Péclet number) and a geometrical one (the length of the domain). The Graetz problem deals with steady forced heat convection (advective phenomenon) combined with heat conduction (diffusive phenomenon) in a duct with walls at different temperature. Let us define \( \mu = (\mu_1, \mu_2) \) where both \( \mu_1 \) and \( \mu_2 \) are positive real numbers. Let \( \Omega_\mu \) be the rectangle \((0, 1 + \mu_2) \times (0, 1)\) in \( \mathbb{R}^2 \). The domain is shown in Figure 7.

The problem is to find a solution \( u(\mu) \), representing the temperature distribution, such that:

\[
\begin{align*}
- \frac{1}{\mu_1} \Delta u(\mu) + 4y(1-y)\partial_x u(\mu) &= 0 & \text{in } \Omega_\mu(\mu) \\
\partial_t u(\mu) &= 0 & \text{on } \Gamma_1(\mu) \cup \Gamma_2(\mu) \cup \Gamma_6(\mu) \\
u(\mu) &= 0 & \text{on } \Gamma_3(\mu) \cup \Gamma_5(\mu) \\
\frac{\partial u(\mu)}{\partial \nu} &= 0 & \text{on } \Gamma_4(\mu).
\end{align*}
\tag{24}
\]

We set a reference domain \( \Omega = (0, 2) \times (0, 1) \) subdivided into subdomains \( \Omega^1 = (0, 1) \times (0, 1) \) and \( \Omega^2 = (1, 2) \times (0, 1) \). The affine transformation that maps the reference domain into the original one [25, 29], are:
Figure 7: Poiseuille-Graetz test case problem: parametrized domain. Boundary conditions: \( u = 1 \) on the bold sides, homogeneous Neumann on the dashed side and homogeneous Dirichlet on the remaining boundary sides.

\[
T^1(\mu) : \Omega^1 \rightarrow \mathbb{R}^2, \quad T^2(\mu) : \Omega^2 \rightarrow \mathbb{R}^2, \\
T^1 \left( \begin{pmatrix} x \\ y \end{pmatrix} ; \mu \right) = \begin{pmatrix} x \\ y \end{pmatrix}, \quad T^2 \left( \begin{pmatrix} x \\ y \end{pmatrix} ; \mu \right) = \begin{pmatrix} \mu_2 \ 0 \\ 0 \ 1 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} - \begin{pmatrix} 1 - \mu_2 \\ 0 \end{pmatrix},
\]

If we glue together these two transformations, for each \( \mu \in \mathcal{D} \) we actually define a transformation \( T(\mu) \) of the whole domain \( \Omega \). Note that \( T(\mu) \) is a continuous one-to-one transformation.

Let us now define a mesh \( \mathcal{T}_h \) on the reference domain \( \Omega \) and let us call \( \mathcal{T}^1_h \) and \( \mathcal{T}^2_h \) the restrictions \( \mathcal{T}_h \) to \( \Omega_1 \) and \( \Omega_2 \), respectively. We can also define a mesh on \( \Omega_{\mu}(\mu) \) just by taking the image of \( \mathcal{T}_h \) through the transformation \( T(\cdot, \mu) \), that is \( \mathcal{T}_{\mu}(\mu) = \{ K_{\mu}(\mu) = T(K; \mu) \mid K \in \mathcal{T}_h \} \). We define the stabilization term, for the \( P^1 \)-FE case, to be added to the left-hand side of the FE formulation of the problem:

\[
s(w_h, v_h; \mu) := \sum_{K_{\mu}(\mu) \in \mathcal{T}_{\mu}(\mu)} \delta_{K_{\mu}(\mu)} \int_{K_{\mu}(\mu)} h_{K_{\mu}(\mu)} (4y(1-y))^2 \partial_x w_h \partial_x v_h. \tag{25}\]

Once tracked back onto the reference domain the involved bilinear forms turn out to be:

\[
a(w_h, v_h; \mu) := \int_{\Omega^1} \frac{1}{\mu_1} \nabla w_h \cdot \nabla v_h + 4y(1-y) \partial_x w_h \partial_x v_h \\
+ \int_{\Omega^2} \frac{\mu_2}{\mu_1} \partial_x w_h \partial_x v_h + \frac{\mu_2}{\mu_1} \partial_y w_h \partial_y v_h \\
+ 4y(1-y) \partial_x w_h \partial_x v_h \tag{26}\]

and:

\[
s(w_h, v_h; \mu) := \sum_{K \in \mathcal{T}^1_h} h_K \int_K (4y(1-y))^2 \partial_x w_h \partial_x v_h \\
+ \sum_{K \in \mathcal{T}^2_h} \frac{h_K}{\mu_2} \sqrt{\frac{1 + \mu_2^2}{2}} \int_K (4y(1-y))^2 \partial_x w_h \partial_x v_h. \tag{27}\]

By introducing a lifting of the Dirichlet boundary condition we can obtain the stabilized FE formulation (18), as we did in Section 3.1. We point out that for \( K \in \mathcal{T}^2_h \) we are choosing \( \delta_{K_{\mu}(\mu)} \) such that \( \delta_{K_{\mu}(\mu)} h_{K_{\mu}(\mu)} \approx h_K \sqrt{(1 + \mu_2^2)/2} \), assuming that each element diameter transforms as the diameter of the whole subdomain. This rescaling is done mainly for preserving the convergence rate of the SUPG method. We need to make an assumption like this also because it would make no
sense, in an RB point of view, to compute Online every exact value of $h_{K,(\mu)}$. Indeed, the Online stage of the RB method actually is independent of the triangulation $T_h$.

As pointed out in [8], if the advection dominated condition (12) is not fulfilled for all $K \in T$ we locally lose even the $h^r$ convergence rate of the standard FE method. A possible way to overcome this trouble is to act on the weights $\delta_K$, distinguishing between the elements for which $Pe_K > 1$ and $Pe_K \leq 1$. We want to observe that, unfortunately, by using a weighting that depends on both parameter and element size we lose the affinity assumption (4) on the bilinear form, or better, we lose that assumption with a number of affine terms $Q_a$ independent of $N$. So, if we are facing problems in which the advection dominated condition (12) is not fulfilled for all $K \in T_h$ and we want to rigorously recover the convergence order of the FE method, in order to resort to a weighting $\delta = \delta(x,\mu)$ (as proposed in [8]) we need to exploit some interpolation techniques involving the empirical interpolation [1]². In this case it would be also worth to check if it were possible to define a weighting that does not depend on each $h_K$, but on the mesh size $h = \max_{K \in T_h} h_K$, under suitable regularity assumptions [19].

We would like also to recall that the convergence performances of the stabilization method depend on the regularity properties of the mesh. So, as the meshes $T_{h,o}(\mu)$ we are actually using to stabilize on the original domains are the image through $T$ of the triangulation defined on the reference domain, we should guarantee that the transformation $T$ does not worsen the properties of the reference triangulation. In our numerical tests the reference domain will be the one corresponding to $\mu_2 = 1$ and we will let the parameter range from 0.5 to 4, so we will not have an excessive deformation. We will also use a quite coarse mesh (mesh size $h = 0.06$) and high values for $\mu_1$ (from 10000 to 20000) in order to have significant instability problems. The point is that the boundary layer arises in an area in which the norm of the advection field (an thus the value of the local Péclet number) is relatively small. In Figure 8 we show the average local Péclet number computed on each element of the mesh. We would like to point out that even if the advection field vanishes as we get close to the boundary, the average local Péclet number is greater than 1. The lowest value assumed by the average local Péclet number is 3.23, while the highest is 151.

![Figure 8: Poiseuille-Graetz test case. Average local Péclet number computed on each element of the mesh.](image)

In Figures 9a and 9b we show the RB obtained respectively by Offline-Online stabilized method and by Offline-only stabilized method, for $\mu = (12500, 3)$.

Finally, in Figure 10 we show the error curves of the two methods. As in the previous test-case, we can see that only the Offline-Online stabilized produces satisfactory results, even if now the Offline-only stabilized method has slightly better performances than in the previous test case. We used a parameter domain $\mathcal{D} = [10000, 20000] \times [0.5, 4]$ and a truth space of dimension $N = 1309$. The tolerance⁴ on the Greedy algorithm is $\varepsilon_{\text{tol}} = 10^{-3}$. The Greedy algorithm produced $N = 15$

---

²We have to remark that the weighting proposed in [8] is discontinuous in both $x$ and $\mu$ even if the coefficients $\varepsilon$ and $\beta$ are smooth.

³The tolerance is on the stabilized energy norm, that is greater than the non-stabilized one (see (28)).
basis and the computational time of the whole Offline stage was 254 s.

3.3. Discussions on the results

Observing the results obtained up to now, it seems that the best way to perform stabilization is the Offline-Online stabilized one. But let us try to understand why the Offline-only stabilized option has a bad behaviour.

Let us introduce some notation. Let us call energy norm the norm on $H^1_0(\Omega(\mu))$ induced by the symmetric part of the advection diffusion operator $a$ and stabilized energy norm the one induced by the symmetric part of $a_{\text{stab}}$. In symbols:

$$\|\cdot\|_{\mu} = \sqrt{a_{\text{sym}}(\cdot,\cdot;\mu)}, \quad \|\cdot\|_{\mu,\text{stab}} = \sqrt{a_{\text{sym}}^\text{stab}(\cdot,\cdot;\mu)}.$$  \hspace{1cm} (28)

First of all we have to note that by performing the Offline stage using the stabilized operator and the standard $a$ posteriori error estimators, we are actually assuring that the “reliable” RB approximation is the Offline-Online stabilized one. This is because the Greedy algorithm [25, 29] (performed using the stabilized form $a_{\text{stab}}$) guarantees that

$$\|u_N^s(\mu) - u^{sN}(\mu)\|_{\mu,\text{stab}} \leq \varepsilon_{\text{tol}} \quad \forall \mu \in \Xi_{\text{train}} \subset D$$ \hspace{1cm} (29)

where $u_N^s(\mu)$ is the Offline-Online stabilized solution, $u^{sN}(\mu)$ is the stabilized FE solution and $\Xi_{\text{train}}$ is the training set introduced in Section 2.2. So the Offline procedure actually allows us to control only the error committed by the Offline-Online stabilized method.
Thus we have to find some estimates for the difference in norm between the Offline-only stabilized solution $u_N(\mu)$ and the FE stabilized one $u^{s,N}(\mu)$. We can try by splitting the difference in this way:

$$|||u_N(\mu) - u^{s,N}(\mu)|||^2_{\mu} \leq |||u_N(\mu) - u_N^s(\mu)|||^2_{\mu} + |||u_N^s(\mu) - u^{s,N}(\mu)|||^2_{\mu}. \quad (30)$$

Of course, it holds that

$$|||u_N^s(\mu) - u^{s,N}(\mu)|||^2_{\mu} \leq |||u_N^s(\mu) - u^{s,N}(\mu)|||^2_{\mu, \text{stab}} \leq \epsilon_{\text{tol}}^s. \quad (31)$$

Therefore we have to provide an estimate of the distance with respect to the energy norm between $u_N(\mu)$ and $u_N^s(\mu)$. To do so we can simply start from the definition:

$$|||u_N(\mu) - u_N^s(\mu)|||^2_{\mu} = u(u_N(\mu) - u_N^s(\mu), u_N(\mu) - u_N^s(\mu); \mu)$$

$$\quad = - F(u_N(\mu) - u_N^s(\mu); \mu) + \sigma(u_N^s(\mu), u_N(\mu) - u_N^s(\mu); \mu)$$

$$\quad = \sigma(u_N^s(\mu) + g_h, u_N(\mu) - u_N^s(\mu); \mu), \quad (32)$$

where $g_h$ is the lifting of the Dirichlet boundary data (recall also relations (19)). For the SUPG stabilization with $\mathbb{P}_1$ elements, the following bound holds:

$$|\sigma(u_N^s(\mu) + g_h, u_N(\mu) - u_N^s(\mu))| \leq h_{\text{max}}(\mu) \|\beta(\mu) \cdot \nabla(u_N^s(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\quad \cdot \|\beta(\mu) \cdot \nabla(u_N(\mu) - u_N^s(\mu))\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\leq h_{\text{max}}(\mu) \|\beta(\mu) \cdot \nabla(u_N^s(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\cdot \|u_N(\mu) - u_N^s(\mu)\|_{H^1_0(\Omega_{\text{o}}(\mu))},$$

where $h_{\text{max}}(\mu) = \max_{K \in T_h} h_{K,\text{s}(\mu)}$. As the energy norm is equivalent to $|\cdot|_{H^1_0(\Omega_{\text{o}}(\mu))}$, we have that:

$$|\sigma|_{H^1_0(\Omega_{\text{o}}(\mu))} \leq C(\mu) |||\sigma|||_{\mu} \quad \forall \sigma \in H^1_0(\Omega_{\text{o}}(\mu)). \quad (33)$$

We can also bound the $L^2$-norm of the streamline derivative of the Offline-Online stabilized RB solution with that of the FE stabilized solution:

$$\|\beta(\mu) \cdot \nabla(u_N^s(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))} \leq \|\beta(\mu) \cdot \nabla(u^{s,N}(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$+ \|\beta(\mu) \cdot \nabla(u_N^s(\mu) - u^{s,N}(\mu))\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\leq \|\beta(\mu) \cdot \nabla(u_N^s(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))} + C(\mu) \|\beta(\mu)\|_{L^\infty(\Omega_{\text{o}}(\mu))} \epsilon_{\text{tol}}^s. \quad (34)$$

We note that this argument allows us to prove the inequalities shown in the following proposition, that are upper bound for the distance with respect to the energy norm between $u_N^s(\mu)$ and $u^{s,N}(\mu)$. The first one is a proper $a$ priori upper bound, while the second one is a sharper bound, but not properly $a$ priori.

**Proposition 3.1 (Error bounds for the Offline-only stabilized method).** The following estimates of the error between the Offline-only stabilized approximation $u_N(\mu)$ and the stabilized FE approximation $u^{s,N}(\mu)$ hold:

$$|||u_N(\mu) - u^{s,N}(\mu)|||^2_{\mu} \leq h_{\text{max}}(\mu) C(\mu) \|\beta(\mu) \cdot \nabla(u^{s,N}(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\quad + (1 + h_{\text{max}}(\mu) C(\mu)^2 \|\beta(\mu)\|_{L^\infty(\Omega_{\text{o}}(\mu))}) \epsilon_{\text{tol}}^s. \quad (35)$$

$$|||u_N(\mu) - u^{s,N}(\mu)|||^2_{\mu} \leq h_{\text{max}}(\mu) C(\mu) \|\beta(\mu) \cdot \nabla(u_N^s(\mu) + g_h)\|_{L^2(\Omega_{\text{o}}(\mu))}$$

$$\quad + \|u_N^s(\mu) - u^{s,N}(\mu)\||_{\mu}. \quad (36)$$

where $u_N^s(\mu)$ is the Offline-Online stabilized solution and $g_h$ is the lifting of the Dirichlet boundary condition. $C(\mu)$ is the norm equivalence constant defined in (33) and $h_{\text{max}}(\mu)$ is the maximum element diameter of the mesh defined on the parametric domain.
Remark 3.1. We point out that the bound in (35) depends on the $L^2$ norm of the streamline derivative of the stabilized solution (with the non homogeneous Dirichlet boundary conditions). This means that the Offline-only stabilized method has better performances when applied to problems in which the strongest variations occur along a direction orthogonal to the advection field. This could happen in the cases in which the boundary layers are parallel to the advection field, e.g. the Poiseuille-Graetz problem. The “improvement” of the approximation is confirmed by comparing the numerical results shown in Figures 6 and 10.

We performed some numerical tests for the bound in (36). The results are shown in Figures 11 and 12. Concerning the first test case we set $C(\mu) = \sqrt{\mu}$ and for the Poiseuille-Graetz problem: $C(\mu) = \sqrt{\mu^2}$. With these choices, (33) is actually an equality.

![Figure 11: First test case. Upper bound (36) compared to the true error](image1)

Figure 11: First test case. Upper bound (36) compared to the true error.

![Figure 12: Poiseuille-Graetz test case. Upper bound (36) compared to the true error.](image2)

Figure 12: Poiseuille-Graetz test case. Upper bound (36) compared to the true error.

We can see that the bound is sharp in the first test case, while in the Graetz problem the bound tends to overestimate the real error by two orders of magnitude.

The reasonable sharpness of the error bound obtained for at least one test case leads us to state that the Offline-only stabilized approach is not a good approximation method.

Even if the Offline-only stabilized is strongly consistent with respect to the continuous problem, we have to note that we actually have a “consistency” problem caused by the use of different bilinear forms in the two stages. One problem is that the Offline stage, as described in [25, 29], is tailored to minimize the error between the Offline-Online stabilized solution and the stabilized FE one. This implies that, during the Offline stage, we are not controlling the approximation error of the Offline-only stabilized solution, causing the “inconsistency”, bounded from above by the streamline...
derivative term in (35) and (36). The reasonable sharpness obtained in one test case suggests that
the streamline derivative term can actually be a major responsible of the difference between the
Offline-only stabilized solution and the Offline-online stabilized one.

3.3.1. Effectivity of the a posteriori error estimator for the Offline-Online stabilized method

In order to further assess the performances of the Offline-Online stabilized method, we want to
study the effectivity of the error estimators for the Online stage.

We recall that the Offline-Online stabilized method is a particular case of the RB method for
elliptic problems, in which we consider as bilinear form the stabilized one. So we can exploit the
already existing theory for the a posteriori estimation of the error. Following [25, 29], we define the
effectivity of the error estimator $\Delta_{N,\text{stab}}$ as:

$$
\eta_{N,\text{stab}}(\mu) = \frac{\Delta_{N,\text{stab}}(\mu)}{||u_{N,\text{stab}}(\mu) - u_N(\mu)||_{\mu,\text{stab}}} \quad \forall \mu \in \mathcal{D}.
$$

In our numerical tests, we considered a set $\Xi_{\text{test}} \subset \mathcal{D}$ of about 100 elements and then we
computed the average efficiency $\eta^\text{av}_{N,\text{stab}} = \frac{1}{|\Xi_{\text{test}}|} \sum_{\mu \in \Xi_{\text{test}}} \eta_{N,\text{stab}}(\mu)$.

In Table 1 we show the results obtained for both the first test case and the Poiseuille-Graetz
problem. We can observe that the effectivity is small and this means that the error estimator does
not provide unnecessary overly conservative estimates.

| Test case          | $|\Xi_{\text{test}}|$ | $\eta^\text{av}_{N,\text{stab}}$ |
|--------------------|----------------------|-------------------------------|
| First test case    | 101                  | 8.37                          |
| Poiseuille-Graetz  | 126                  | 6.59                          |

Table 1: First test case and Poiseuille-Graetz test case. Average effectivities in numerical tests

4. Stabilized reduced basis: parameter dependent internal layer

In the previous Section our aim was to study a good stabilization strategy for the RB method
and it turned out that the Offline-Online method seems to be a good choice. In this section we
want to test our stabilization method with a problem characterized by the presence of an internal
layer whose direction depends on the parameter. This problem was also used in [3]. We also try
the stabilization method using a different truth space, i.e. piecewise quadratic polynomials. Let $\Omega$
be the unit square in $\mathbb{R}^2$, as sketched in Figure 13, and let us define $\mu = (\mu_1, \mu_2)$, where $\mu_1, \mu_2 \in \mathbb{R}$.
The problem is the following one:

$$
\begin{cases}
- \frac{1}{\mu_1} \Delta u(\mu) + (\cos \mu_2, \sin \mu_2) \cdot \nabla u(\mu) = 0 & \text{in } \Omega \\
u(\mu) = 1 & \text{on } \Gamma_1 \cup \Gamma_2 \\
u(\mu) = 0 & \text{on } \Gamma_3 \cup \Gamma_4 \cup \Gamma_5.
\end{cases}
$$

Let us note that $\mu_1$ represents the Péclet number of the advection-diffusion problem, while $\mu_2$ is
the angle between the $x$ axis and the direction of the constant advection field. The bilinear form
associated to the problem is:

$$
a(w, v; \mu) = \int_{\Omega} \frac{1}{\mu_1} \nabla w \cdot \nabla v + (\cos \mu_2 \partial_x w + \sin \mu_2 \partial_y w)v.
$$
We introduce again a triangulation $T_h$ on the domain $\Omega$ and we consider $\mathbb{P}^r(T_h)$, that is the piecewise polynomial interpolation space of order $r$ ($r = 1, 2$). Now we can define, for $r = 1, 2$, our stabilization term:

$$s^r(w_h, v_h; \mu) = - \sum_{K \in T_h} h_K \delta^r_K \int_K \frac{1}{\mu_1} \Delta w_h (\cos \mu_2, \sin \mu_2) \cdot \nabla v_h$$

$$+ \sum_{K \in T_h} h_K \delta^r_K \int_K (\cos \mu_2, \sin \mu_2) \cdot \nabla w_h (\cos \mu_2, \sin \mu_2) \cdot \nabla v_h,$$

in which the value of the weights $\delta^r_K$ is to be assigned. Note that if $r = 1$ the first sum is null, because piecewise linear functions have null Laplacian on each element $K$.

As regards the weights $\delta^r_K$, we made different choice for the two different polynomial order. As we saw in Section 3, if $r = 1$ we do not have any restriction on the weights, so we choose $\delta^1_K = 1$ $\forall K \in T_h$.

On the contrary, if $r = 2$, we recall that the weights $\delta^2_K$ have to be sufficiently small to guarantee the stability with respect to the SUPG norm (20), as shown in [8, 27]. We set $\delta^2_K = \frac{1}{2}$ for each element $K$, following the choice proposed in [8]. As in the latter work, we consider following definition of the local Péclet number:

$$P_{e,K}(\mu) = \frac{|\beta(\mu)| h_K}{C_2 \varepsilon(\mu)} \quad \forall \mu \in D,$$

where $h_K$ is the element size redefined as

$$h^2_K = \frac{4 A_K}{\sqrt{3} \sum_{i=1}^3 |x_{i,K} - x_{c,K}|^2} \quad \forall K \in T_h,$$

where, for each element $K \in T_h$, $A_K$ is the area, $x_{c,K}$ is the barycentre and $x_{i,K}$, for $i = 1, 2, 3$, is the $i$-th vertex. The constant $C_2$ comes from the inverse inequality

$$\sum_{K \in T_h} h^2_K \int_K |\Delta v| \leq C_2 \|\nabla v\|_{L^2(\Omega)} \quad \forall v \in X \subset \mathbb{P}^2(T_h).$$

We refer to [8, 12] for the details.

In Table 2 we report some data about the tests we have performed, such as the Offline computational time, $T_{off}$, and the average effectivity of the a posteriori error estimator, $\eta_{\text{av,stab}}$, computed on a set $\Xi_{\text{test}}$ with 100 elements. In each computation, the truth space dimension is $N = 2605$. 

---

Figure 13: Higher order polynomial approximation. Domain of the problem (38). On the bold sides we impose $u = 1$, while on the other ones $u = 0$. 
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Remark 4.1. We observe that, when building the reduced basis, the variations of the advection field direction have more influence on the dimension \( N \) of the reduced basis than the variations of the Péclet number. Indeed, if we keep the advection field constant and we let vary only the Péclet number, the solution shows only variations of the “thickness” of the layers, whose position inside the domain does not change. On the contrary, if we let the advection field change, the position of the internal layer changes too. The reduced basis has then to be able to capture a parameter dependent layer and so, recalling that the reduced solution is a linear combination of the reduced basis functions, it is reasonable that the dimension \( N \) increases.

We note also that the Offline time is often much higher for the \( \mathbb{P}^2 \) approximation. This is because of the SCM, which needs more iterations in the \( \mathbb{P}^2 \) case than in the \( \mathbb{P}^1 \) one to provide stability factors approximations [15].

In Figure 14 we show some RB approximations obtained using a parameter space \( \mathcal{D} = \{10^5\} \times \left[\frac{\pi}{6}, \frac{\pi}{2} \right] \). We note that the internal layer, whose position in the domain is parameter dependent, is well described in the RB solution.

5. Stabilized reduced basis method for time-dependent problems

In this section we want to extend our investigation to time dependent advection-diffusion equations. The RB method for time dependent problems has been already studied in several works, e.g. [9, 25, 28, 31], but, as regards the advection diffusion equations, we can only find applications with low Péclet number. In this work we are going to test a method that can be effectively applied to advection-diffusion problems with high Péclet number.

In Section 5.1 we introduce the general RB setting for parabolic problems, while in Section 5.2 we briefly recall the SUPG stabilization method for parabolic problems [2, 3, 19]. Finally, in Section 5.3, we show and discuss some numerical tests.

5.1. Reduced basis method for linear parabolic equations

As in Section 2.1, we define the parameter domain \( \mathcal{D} \) as a closed subset of \( \mathbb{R}^P \) and we call \( \bm{\mu} \) any general \( P \)-tuple belonging to \( \mathcal{D} \). Again, let \( \Omega \) be a bounded open subset of \( \mathbb{R}^d \) (\( d = 1, 2, 3 \)) with regular boundary \( \partial \Omega \) and let \( X \) be a functional space such that \( H^1_0(\Omega) \subset X \subset H^2(\Omega) \). For each admissible value of the parameter, i.e. for each \( \bm{\mu} \in \mathcal{D} \), we define the continuous bilinear forms \( a(\cdot, \cdot; \bm{\mu}) : X \times X \rightarrow \mathbb{R} \) and \( m(\cdot, \cdot; \bm{\mu}) : L^2(\Omega) \times L^2(\Omega) \rightarrow \mathbb{R} \). We suppose that the form \( a \) satisfies the coercivity and affinity assumptions (2) and (4), respectively. We assume also that the mass form \( m \) satisfies a similar affinity assumption. Finally, for each \( \bm{\mu} \in \mathcal{D} \), we define the right-hand side continuous linear form \( F(\cdot; \bm{\mu}) : X \rightarrow \mathbb{R} \) which satisfies the affine assumption (5).

Table 2: Higher order polynomial approximation. Numerical tests

<table>
<thead>
<tr>
<th>( r )</th>
<th>( \mu_1 \in {10^4} )</th>
<th>( \mu_2 \in \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</th>
<th>( T_{off} (s) )</th>
<th>SCM iter</th>
<th>( N )</th>
<th>( n_{N, stab} )</th>
<th>( T_{On}(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( {10^4} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>460</td>
<td>5</td>
<td>20</td>
<td>18.24</td>
<td>1.74 \cdot 10^{-3}</td>
</tr>
<tr>
<td>1</td>
<td>( {10^5} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>623</td>
<td>7</td>
<td>21</td>
<td>53.61</td>
<td>1.75 \cdot 10^{-3}</td>
</tr>
<tr>
<td>1</td>
<td>( {10^4, 10^5} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>688</td>
<td>8</td>
<td>36</td>
<td>75.48</td>
<td>1.85 \cdot 10^{-3}</td>
</tr>
<tr>
<td>1</td>
<td>( {10^4, 10^5} )</td>
<td>( \left{ \frac{\pi}{4} \right} )</td>
<td>138</td>
<td>2</td>
<td>3</td>
<td>31.30</td>
<td>1.49 \cdot 10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>( {10^4} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>856</td>
<td>7</td>
<td>28</td>
<td>74.94</td>
<td>1.94 \cdot 10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>( {10^5} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>3856</td>
<td>19</td>
<td>29</td>
<td>172.44</td>
<td>2.01 \cdot 10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>( {10^4, 10^5} )</td>
<td>( \left[\frac{\pi}{6}, \frac{\pi}{2} \right] )</td>
<td>3067</td>
<td>28</td>
<td>66</td>
<td>154.63</td>
<td>9.03 \cdot 10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>( {10^4, 10^5} )</td>
<td>( \left{ \frac{\pi}{4} \right} )</td>
<td>277</td>
<td>2</td>
<td>4</td>
<td>58.07</td>
<td>1.74 \cdot 10^{-3}</td>
</tr>
</tbody>
</table>
Let us finally denote our time domain with $I = [0, T]$, where $T$ is the final time. We can now define our continuous problem, as usually done in the RB framework [10, 25]:

$$\text{find } u \cdot (\cdot; \mu) \in C^0(I; L^2(\Omega)) \cap L^2(I; X) \text{ s.t.}$$

$$m(\partial_t u(t; \mu), v) + a(u(t; \mu), v; \mu) = g(t)F(v; \mu) \quad \forall v \in X, \quad \forall t \in I$$

$$\text{given the initial value } u(0; \mu) = u_0 \in L^2(\Omega).$$

where $g: I \rightarrow R$ is a control function such that $g \in L^2(I)$. We chose a right hand side of the form $g(t)F(v; \mu)$, as usual in the RB framework [10, 25], in order to ease the Offline-Online computational decoupling. In particular, the function $g$ can be specified during the Online evaluation of the RB solution.

**5.1.1. Discretization and RB formulation**

To discretize the time-dependent problem (44) we follow the approach used in [10, 22, 25] which consists in using finite differences in time and FE in space discretization [27].

To obtain a fully discretized problem, we subdivide the time interval $I$ into $J$ subintervals of length $\Delta t = T/J$ and we define $t^j = j\Delta t$, $j = 1, \ldots, J$. The fully discretized problem we are considering is:

for each $1 \leq j \leq J$, find $u^N_j(\mu) \in X^N$ s.t.

$$\frac{1}{\Delta t}m(u^N_j(\mu) - u^N_{j-1}(\mu), v^N; \mu) + a(u^N_j(\mu), v^N; \mu) = g(t^j)F(v^N; \mu) \quad \forall v^N \in X^N,$$

$$\text{given the initial condition } u^N_0 \text{ s.t.}$$

$$\langle u^N_0, v^N \rangle_{L^2(\Omega)} = \langle u_0, v^N \rangle_{L^2(\Omega)} \quad \forall v^N \in X^N.$$

The latter problem is the Backward Euler-Galerkin approximation of (44). Of course, this is not the only way to discretize the time-dependent problem (44), for example we can resort to other theta-methods (e.g. Crank-Nicholson) or to higher order methods [27].
The RB formulation of the problem is based on a RB space whose basis functions are built by properly combining snapshots in time and space. More precisely, we construct the reduced basis in the time-dependent case following the so called POD-Greedy approach [11, 21, 22, 25]. It consists in using a Greedy technique to explore the parameter space $\mathcal{D}$ and the Proper Orthogonal Decomposition (POD) method to deal with the time evolution. For the a posteriori error estimates, we follow the choice presented in [10], but other possibilities have recently been proposed [32, 33]. The RB formulation of the problem can be obtained by substituting the reduced basis space $X_N$ to $X$ in (45).

5.2. SUPG stabilization method for time dependent problems

In this section we briefly introduce the SUPG method for time-dependent problems [2, 3, 19]. The idea is the same of the steady case: we add a stabilization term to the bilinear form in order to improve the stability. The stabilization term is almost the same than in the steady case, but now we have to consider also the time dependency to guarantee the strong consistency. We thus set

$$s(v^N(t), w^N; \mu) = \sum_{K \in T_h} \delta_K \left( \partial_t v^N(t) + L^\mu v^N(t), \frac{h_K}{|\beta(\mu)|} L_{SS}^\mu w^N \right)_K$$

where $v^N(t) \in X_N$ for each $t \in I$ and $w^N \in X_N$. Here $L^\mu$ is the steady advection-diffusion operator and $L_{SS}^\mu$ its skew-symmetric part (3).

We note that if either the coefficients of the equation or its domain are $\mu$-dependent, then the stabilization terms will depend on $\mu$ too, as we have actually shown in Section 3.

Assuming the parameter dependence, we can define the Backward Euler-SUPG formulation of the problem by substituting the forms $m$, $a$ and $F$ in (45) with

$$m_{stab}(v^N, u^N; \mu) = m(v^N, w^N; \mu) + \sum_{K_o(\mu) \in T_{h_o}(\mu)} \delta_{K_o(\mu)} \left( v^N, \frac{h_{K_o(\mu)}}{|\beta(\mu)|} L_{SS}^\mu w^N \right)_{K_o(\mu)}$$

$$a_{stab}(v^N, w^N; \mu) = a(v^N, w^N; \mu) + \sum_{K_o(\mu) \in T_{h_o}(\mu)} \delta_{K_o(\mu)} \left( L^\mu v^N, \frac{h_{K_o(\mu)}}{|\beta(\mu)|} L_{SS}^\mu w^N \right)_{K_o(\mu)}$$

$$F_{stab}(v^N; \mu) = F(v^N; \mu) + \sum_{K_o(\mu) \in T_{h_o}(\mu)} \delta_{K_o(\mu)} \left( f, \frac{h_{K_o(\mu)}}{|\beta(\mu)|} L_{SS}^\mu w^N \right)_{K_o(\mu)}$$

where $K_o(\mu)$ are the elements which form the mesh $T_{h_o}$ defined on the original domain $\Omega_o$ and $f$ can be a source term of the advection-diffusion equation or a lifting of the Dirichlet boundary data. For the analysis of stability and convergence of this method, we refer to [2, 4, 17].

5.3. Numerical results

We are showing now some numerical tests of the stabilized RB method for parabolic PDEs. The first one, discussed in Section 5.3.1 is the time dependent version of the problem studied in Section 4, while the second test case, Section 5.3.2, is a time-dependent Poiseuille-Graetz problem. In all our numerical test we considered $P^1$ finite elements for the spatial discretization.

5.3.1. A first time dependent test case

Let us denote with $\Omega$ the unit square in $\mathbb{R}^2$, sketched in Figure 13. Moreover, let us denote with $I$ the time interval $[0, T]$. Finally, let us define $\mu = (\mu_1, \mu_2)$, with $\mu_1, \mu_2 \in \mathbb{R}$. The problem we are dealing with is the following:

$$\begin{cases} 
\partial_t u - \frac{1}{\mu_1} \Delta u(\mu) + (\cos \mu_2, \sin \mu_2) \cdot \nabla u(\mu) = 0 & \text{in } \Omega \times I \\
u(\cdot, t; \mu) = g(t) & \text{on } \Gamma_1 \cup \Gamma_2, \forall t \in I \\
u(\cdot, t; \mu) = 0 & \text{on } \Gamma_3 \cup \Gamma_4 \cup \Gamma_5, \forall t \in I, \\
u(\cdot, 0; \mu) = 0 & \text{on } \Omega,
\end{cases}$$

(48)
where \( g \) is a control function.

The computations were performed using \( T = 2.5 \) and subdividing the time interval into \( J = 50 \) time-steps. As regards the spatial discretization, we used a mesh with size \( h \approx 0.03 \). The dimension of the polynomial approximation space is \( N = 2605 \). The tolerance on the POD-Greedy algorithm is \( \varepsilon_{tol} = 10^{-2} \) (see [25] for the definition). In Table 3 we report informations about the computational time and the average efficiency of the error estimator for the stabilized parabolic problem [25] (computed on a set \( \Xi_{test} \) with 100 elements). We note that the variations of the parameter \( \mu_2 \), that is the direction of the advection field, has stronger effect on the number of reduced basis \( N \) than the variations of the Péclet number \( \mu_1 \), as we observed also in the steady case in Section 4.

In Figures 15 we report some pictures of the RB solutions obtained for \( \mu = \left( 10^5, \frac{\pi}{6} \right) \), using the parameter space \( D = [10^4, 10^5] \times [\frac{\pi}{6}, \frac{\pi}{3}] \). More precisely, in Figure 15, we show the RB solution (computed at some time-steps) of (48) obtained using a constant control function \( g \equiv 1 \).

### Table 3: First time dependent test case. Numerical tests

<table>
<thead>
<tr>
<th>( \mu_1 )</th>
<th>( \mu_2 )</th>
<th>( T_{off} ) (s)</th>
<th>( N )</th>
<th>( T_{on} ) (s)</th>
<th>( \eta_{N, stab}^{opt} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{10^5}</td>
<td>{\frac{\pi}{6},\frac{\pi}{3}}</td>
<td>2346</td>
<td>28</td>
<td>8.75 \cdot 10^{-2}</td>
<td>2.35</td>
</tr>
<tr>
<td>[10^4, 10^5]</td>
<td>{\frac{\pi}{6},\frac{\pi}{3}}</td>
<td>2857</td>
<td>69</td>
<td>8.19 \cdot 10^{-2}</td>
<td>3.43</td>
</tr>
<tr>
<td>[10^5, 10^5]</td>
<td>{\frac{\pi}{4}}</td>
<td>339</td>
<td>15</td>
<td>8.44 \cdot 10^{-2}</td>
<td>1.93</td>
</tr>
</tbody>
</table>

5.3.2. Time dependent Poiseuille-Graetz problem

In this section we want to test the stabilized RB method for a time dependent Poiseuille-Graetz problem [9, 16, 25, 31]. We have already dealt with the steady case of this problem in Section 3.2.

Let \( \mu = (\mu_1, \mu_2) \in \mathbb{R}^2 \) such that \( \mu_1, \mu_2 > 0 \). For each value of the parameter \( \mu \), let \( \Omega_0(\mu) \) be the rectangle in \( \mathbb{R}^2 \) sketched in Figure 7. We then define \( I \) the time interval \([0, T]\).

The problem is to find the temperature distribution \( u(\mu) \) such that:

\[
\begin{align*}
\partial_t u(\mu) - \frac{1}{\mu_1} \Delta u(\mu) + 4y(1-y)\partial_x u(\mu) &= 0 \quad \text{in} \: \Omega_0(\mu), \\
u(\cdot, t; \mu) &= g_1(t) \quad \text{on} \: \Gamma_{\sigma 1}(\mu) \cup \Gamma_{\sigma 2}(\mu) \cup \Gamma_{\sigma 6}(\mu), \; \forall t \in I, \\
u(\cdot, t; \mu) &= g_2(t) \quad \text{on} \: \Gamma_{\sigma 3}(\mu) \cup \Gamma_{\sigma 5}(\mu), \; \forall t \in I, \\
\frac{\partial u}{\partial \nu}(\cdot, t; \mu) &= 0 \quad \text{on} \: \Gamma_{\sigma 4}(\mu), \; \forall t \in I, \\
u(\cdot, 0; \mu) &= 1 \quad \text{on} \: \Omega_0(\mu). 
\end{align*}
\]
where $g_1$ and $g_2$ are control functions, which allow to impose time-dependent Dirichlet boundary conditions.

As problem (49) has Dirichlet boundary conditions depending on two different control functions, the right-hand side of the associated formal equation will be of the form $g^1(t)F^1_{stab}(\cdot; \mu) + g^2(t)F^2_{stab}(\cdot; \mu)$. The addends of the right-hand side are associated with the boundary conditions on $\Gamma_{o1}(\mu) \cup \Gamma_{o2}(\mu) \cup \Gamma_{o6}(\mu)$ and on $\Gamma_{o3}(\mu) \cup \Gamma_{o5}(\mu)$, respectively. In order to effectively perform a reduced order approximation of problem (49), we decided to exploit the superposition of effects. We then considered two distinct subproblems, one for each term of the right hand side, whose solution is approximated with the RB method. The reduced solution of problem (49) is computed by summing the RB solutions of the two subproblems.

In our numerical tests we have used $D = [10000, 20000] \times [0.5, 4]$, $T = 5$, $J = 100$ and $\theta = 1$. The dimension of the FE space is $N = 1309$ ($h \approx 0.06$). The RB method yields $N_1 = 54$ basis for the problem with right-hand side $g^1(t)F^1_{stab}(\cdot; \mu)$ (Offline computational time: 1706 s) and $N_2 = 102$ basis for the problem with right-hand side $g^2(t)F^2_{stab}(\cdot; \mu)$ (Offline computational time: 6423 s). The tolerance on the Greedy algorithm is $\varepsilon^*_{tol} = 10^{-2}$ (see [25] for the definition).

In Figure 16, we show the RB solution of (49) for $\mu = (15000, 2)$, computed at some time steps. Here we used as control functions: $g_1(t) = e^{-t}$ and $g_2(t) = 1$, for all $t \in I$. The computational time of the Online stage is 0.255 s. The average effectivity $\eta_{N, \text{stab}}$, computed on a set $\Xi_{test}$ with 100 elements, is 1.85.

### 6. Conclusions

In this work we have dealt with stabilization techniques for the approximation of the solution of advection dominated problems using the reduced basis approach, in both steady and unsteady case, for high Péclet numbers.

Concerning the steady case, we have carried out a comparison between two possible stabilization techniques, an Offline-Online stabilization strategy and an Offline-only option. The Offline-Online strategy has turned out to be the best choice because it produces stable RB solutions and also the a posteriori error estimators discussed in [25, 29] are still effective. As regards the Offline-only method, we have observed strong instability phenomena in the RB solution and we have shown that this is because of “inconsistency” problems arising from the use of different bilinear forms in the
two stages of the RB method. We have provided also some explanations of the different behaviour of the two stabilization techniques based on physical considerations involving the advection field and the boundary layer.

We performed also some numerical test on a problem with steep boundary layers and an internal layer that strongly depend on the direction of the parametric advection field.

In the last part of our work, we have developed a stabilization strategy for the RB approximation of time dependent advection dominated problems. The FE stabilization method - on which our strategy has been based upon - is a time-dependent SUPG method [2, 3]. Considering what we have shown in the steady case, we have proposed to use the same stabilized form in both Offline and Online stage. The method has been successfully tested on some test problems, in particular on an unsteady Poiseuille-Graetz problem with time dependent boundary conditions.

Possible further developments will be related to stabilization techniques for nonlinear problems, e.g. Navier-Stokes equations to increase Reynolds number.
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