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Abstract

In this note we estimate the asymptotic rates for the $L_2$-error decay and the storage cost when approximating $2\pi$-periodic, $d$-variate functions from isotropic and mixed Sobolev classes by the recent hierarchical tensor format as introduced by Hackbusch and Kühn. To this end, we survey some results on bilinear approximation due to Temlyakov. The approach taken in this paper improves and generalizes recent results of Griebel and Harbrecht for the bi-variate case.
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1. Introduction

In numerical mathematics, nonlinear tensor product approximation techniques in function spaces and their discretized analogs search for possibilities to escape the exponential scaling of classical numerical methods when applied to functions with a very large number of variables. The main idea is to represent such high-dimensional functions in certain tensor formats, which ultimately means to represent them as sums of separable functions (products of functions of few variables). The state of the art has been recently presented in a monograph by Hackbusch [18]. For a literature survey see [16].

Throughout the paper let $d \geq 2$. We denote by $L_2(\pi_d)$ the Hilbert space of $d$-variate, $2\pi$-periodic $L_2$-functions $f(x_1, x_2, \ldots, x_d)$ on $\mathbb{R}^d$ with norm

$$\|f\|_{L_2} = \left(\frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} |f(x)|^2 \, dx\right)^{1/2}.$$  

The most natural setting, on which we solely focus in this paper, is the approximation of $f \in L_2(\pi_d)$ by linear combinations of products $u^1(x_1)u^2(x_2)\cdots u^d(x_d)$ of univariate functions $u^\mu \in L_2(\pi_1)$. This problem fits into the abstract framework of low-rank approximation in tensor products of Hilbert spaces. The way how these linear combinations are built up is referred to as a tensor format. In this paper we focus on the hierarchical Tucker format as introduced by Hackbusch and Kühn [21]. The results include the extended version [34] of the TT-format of Oseledets and Tyrtyshnikov [32, 33], where bases are also installed in the leaves of the tree. We note that in quantum physics these tensor formats have been known earlier as matrix product states and tensor networks, see [41] for a recent survey including historical remarks.

The approximation by tensor products is nonlinear in the sense that only the tensor format structure of the approximant, but no particular approximation subspaces for the univariate functions, are prescribed. The approximation power of a tensor format and the number of terms needed for storing functions in this format is typically governed by a rank parameter (depending on the chosen format), and the order $d$ of the tensor product (the number of variables to be separated). The approach has demonstrated its effectiveness in a number of applications. In particular,
the hierarchical tensor format we will consider has been applied successfully to various high-dimensional problems. Molecular Schrödinger equation [22], parabolic partial differential equations and instationary Schrödinger equation in many space dimensions have been computed based on Dirac-Frenkel variational principles e.g. in [23], and for Fokker Planck equation in [11]. The chemical master equation has been treated in [10]. Also, boundary value problems with uncertain boundary data lead to parametric partial differential equations in high dimensions. This problem has been attacked in [12, 24]. In [13] the recent developments have been applied to numerical homogenization. Besides, within the DMRG (density matrix renormalization group) approach, see e.g. [30], tensor approximation has been applied to problems in quantum chemistry, e.g. in [5]. In [4] efficient tensor approximation is used for the fast evaluation of singular integrals appearing in the Galerkin discretization of boundary integral equations.

But despite some progress in special cases, the approach so far lacks rigorous answers to the following question: how do approximation classes of functions (tensors) look like with regard to the ranks of the considered format. Or, putting it the other way around, which properties must a function have for being well approximable with moderate ranks.

In the present note we at least investigate what one has to expect in classical approximation spaces. In particular, we determine the approximation rates in terms of the hierarchical Tucker rank for the Sobolev classes

$$B^s = \{ f \in L_2(\pi_d) : \| f \|_s \leq 1 \} \quad \text{and} \quad B^{s, \max} = \{ f \in L_2(\pi_d) : \| f \|_{s, \max} \leq 1 \},$$

which are balls with respect to the semi-norms

$$\| f \|_s^2 = \max_{\mu=1,2,...,d} \| f \|_{s,\mu}^2 \quad \text{and} \quad \| f \|_{s,\max}^2 = \sum_{k \in \mathbb{Z}^d} \left( \prod_{\mu=1}^d \hat{k}_\mu \right) | \hat{f}(k) |^2,$$

respectively, where we have set

$$\| f \|_{s,\mu}^2 = \sum_{k \in \mathbb{Z}^d} \hat{k}_\mu^2 | \hat{f}(k) |^2, \quad \text{and} \quad \hat{k}_\mu = \begin{cases} |k_\mu|, & \text{for } k_\mu \neq 0, \\ 1, & \text{for } k_\mu = 0. \end{cases}$$

These definitions are analogous to those in Temlyakov’s monograph [44]. In case that $s$ is an integer, the class $B^s$ consists of functions which admits weak partial derivatives up to order $s$, while functions in $B^{s, \max}$ can have mixed partial derivatives up to order $ds$, but only if every variable is differentiated to order $s$ only. This class of dominating mixed smoothness has been first considered by Babenko [2].

In a way, the main content of the paper solely consists in a rather obvious combination of two known results: the quasi optimality of the high order SVD truncation to obtain hierarchical Tucker format approximations due to Grasedyck and others, and the known estimates for best bilinear approximation (SVD truncation) in $L_2$ due to Temlyakov. However, we had the feeling it would be worth to piece these known results together in a rigorous way. From the result on the asymptotic behaviour with respect to the hierarchical rank we can deduce asymptotic estimates for the storage requirement (degrees of freedom) one needs to spend to achieve an approximation of accuracy $\epsilon$ using a function which is encoded in the hierarchical format. We do not address the question how much work has to be spent to calculate such a function. The considerations follow in spirit those in the paper of Griebel and Harbrecht [17] where the case $d = 2$ (when the hierarchical Tucker format is just the SVD) has been discussed, although we will rely on refined singular value estimates from the literature.

In particular, we are interested in a comparison with optimal linear approximation methods like sparse grids. To this end, let us briefly recall the background. We call an approximation method for a function $f$ from some function space $X$ linear if it consists in a series of best approximations from a fixed sequence of (typically nested) subspaces $V_n$ of growing dimension $n$. The approximation rate in terms of the dimension $n$ a linear method can at most achieve for a set of functions $F \subseteq X$ is determined by the Kolmogorov width [25]

$$d_n(F, X) = \inf_{V_n \subseteq X} \dim V_n \sup_{f \in F} \inf_{g \in V_n} \| f - g \|_X.$$  

Note that the dimension $n$ is also the adequate parameter for the storage complexity of a linear method.
In the same paper [25], Kolmogorov proved the nowadays well-known result\footnote{In all places where notations \( \sim \) and \( \leq \) are used the hidden constants usually depend (in an unfavorable way) on \( d \), and may depend on \( s \).}:

\[ d_n(B^d, L_2) \sim n^{-s/d} \quad (n \to \infty) \]

for the case \( d = 1 \). A proof for \( d \geq 2 \) can be found in [48] or [31]. The dimension \( n(f, \epsilon) \) needed to approximate an arbitrary function \( f \in B^d \) up to an error \( \epsilon > 0 \) in the \( L_2 \) norm hence behaves like

\[ n(f, \epsilon) \sim e^{-d/s} \quad (\epsilon \to 0). \]  

To keep this tolerable the regularity has to grow proportional to the space dimension, \( s \sim d \), which is one version of the \textit{curse of dimensionality}.

A partial way out is to let only mixed derivatives increase. Babenko [2,3] proved

\[ d_n(B^{s,\text{mix}}, L_2) \sim n^{-s/(\log n)^{d-1}} \quad (n \to \infty), \]

see [44] for a full treatise. The dimension \( n(f, \epsilon) \) needed for \( f \in B^{s,\text{mix}} \) can be shown (cf. Lemma 1) to behave like

\[ n(f, \epsilon) \leq s^{(d-1)} \epsilon^{-1/s} |\log \epsilon|^{d-1} \quad (\epsilon \to \infty), \]

and this cannot really be improved without further knowledge of \( f \). The occurrence of the \((d-1)\)-th power of the logarithm typically serves as explanation why the applicability of these methods is, as observed in practice, restricted to, say, \( d \leq 10 \) variables, unless the regularity is not unrealistically high. Note however that there are also hidden constants scaling exponentially in \( d \).

Interestingly, the known methods that realize the optimal rates (2) and (3), like best approximation by trigonometric polynomials of degree \( n \) for \( B^d \), or the hyperbolic cross method, sparse grids, or wavelets for \( B^{s,\text{mix}} \), can be seen as tensor product approximation methods, but with fixed basis sets. Namely, they construct approximations of the form

\[ g(x_1, x_2, \ldots, x_d) = \sum_{k=1}^r u^1_k(x_1)u^2_k(x_2)\cdots u^d_k(x_d) \]

(4)

(with \( r = n \)), which is known as the \textit{canonical tensor format} in multi-linear algebra. The idea of \textit{nonlinear} tensor approximation is to not restrict the factors \( u^k_n \) in advance. This should be advantageous in general. However, the question is whether it makes a substantial difference in the considered Sobolev classes in the asymptotic regime. It is widely believed that these classical smoothness spaces do not form the right framework for nonlinear tensor approximation theory. In a certain way we will confirm this for the hierarchical tensor format later. That the general suspicion is not completely justified is shown by the following results.

Let \( C_{SF} \) denote the set of all functions \( g \) representable in the form (4). One refers to \( r \) as the canonical rank. Approximation by functions from \( C_{SF} \) can be regarded as best \( r \)-term approximation with the dictionary consisting of rank-one decomposable functions. For the case \( s = 1 \) Hackbusch [20] showed how a sparse grid approximation with the complexity \footnote{In his papers, Temlyakov considered functions of bounded mixed derivatives having only non-vanishing Fourier coefficients when all \( k_\mu \neq 0 \). However, the same asymptotic can be obtained inductively for \( f \in B^{s,\text{mix}} \) by subtraction of the parts belonging to the coordinate hyperplanes in \( \mathbb{Z}^d \) and using the lower dimensional results. In the asymptotic regime (\( r \to \infty \)) the involved constants change only mildly (by a polynomial factor), since one gains some small negative powers of \( r \) at lower dimensions.} can be compressed into the canonical format using rank

\[ r \leq e^{-(d-1)/d}|\log \epsilon|^{d-3} \quad (\epsilon \to 0). \]

Much earlier, Temlyakov [45] proved\footnote{In his papers, Temlyakov considered functions of bounded mixed derivatives having only non-vanishing Fourier coefficients when all \( k_\mu \neq 0 \). However, the same asymptotic can be obtained inductively for \( f \in B^{s,\text{mix}} \) by subtraction of the parts belonging to the coordinate hyperplanes in \( \mathbb{Z}^d \) and using the lower dimensional results. In the asymptotic regime (\( r \to \infty \)) the involved constants change only mildly (by a polynomial factor), since one gains some small negative powers of \( r \) at lower dimensions.} for the periodic case that

\[ \sup_{f \in B^{s,\text{mix}}} \inf_{g \in C_{SF}} \|f - g\|_{L_2} \leq r^{-sd/(d-1)} \]

which gives an asymptotic bound of \( e^{-(d-1)/(sd)} \) on the rank to achieve accuracy \( \epsilon \). Measured in number of terms this is significantly better than (5), and, most importantly, does not scale unfavorably with \( d \). Also, it is not claimed that this
is not improvable – the exact rate is unknown. From the practical side, however, as correctly noted by Griebel and Harbrecht [17], one also has to determine and store the initially unknown functions $u_k^j$ which is not the case with (5) where a basis has been fixed. In [49] it is shown that for best approximations $g \in C_{sT}$ of $f \in B^s \supset B^{s,\text{mix}}$ the factors $u_k^j$ also have Sobolev regularity $s$, and therefore might be nicely approximable. However, when $d \geq 3$ no reasonable estimates for their Sobolev norms in terms of $r$ could be given, which makes the argument not very convincing. The problem is related to the deeper fact that $C_{sT}$ is not closed for $d \geq 3$ and $r \geq 2$ [50], that is, the infimum in (5) is typically not attained. This phenomenon already occurs in finite dimension, see the article of De Silva and Lim [42], and is suspected of being responsible that no robust general method to calculate almost best approximations from $C_{sT}$ is known. This is one main motivation for considering alternative tensor formats.

In contrast, for $d = 2$, i.e., for the bilinear approximation problem

$$f(x, y) \approx \sum_{k=1}^{r} u_k(x)v_k(y),$$

the problem is completely solved by the singular value decomposition (also called Schmidt expansion) of the corresponding integral operator with kernel $f$, which can be implemented in a stable approximation procedure. The hierarchical tensor format is based on a hierarchy of bilinear decompositions which ultimately lead to a representation of a function as a sum of products, but in a recursive way. A stable, almost optimal technique, called the high order SVD truncation (HOSVD), is known for obtaining approximations using successive truncation of singular value decompositions of integral operators

$$(Av)(x) = \int f(x, y)v(y) \, dy$$

(6)

corresponding to different “unfoldings” of $f$ into an $L_2$ function $f(x, y)$ of two block variables $x = (x_{\mu_1}, \ldots, x_{\mu_d})$ and $y = (x_{\nu_1}, \ldots, x_{\nu_d}), n + m = d$. The splittings of variables one has to consider are fixed by the choice of a dimension tree that defines the format as will be explained later. As it was first observed by De Lathauwer et al. [29], and later generalized by Grasedyck [15], the overall squared approximation error of such a successive singular value truncation procedure can be bounded by the sum (over the whole tree) of squares of deleted singular values of the integral operators associated to the unfoldings. Thus the approximation rate in terms of the hierarchical separation ranks (the ranks used for the SVD truncations) is immediately obtained when approximation rates for bilinear approximation are known. The latter have been determined by Temlyakov in [44, 45, 46].

In terms of storage requirement $c(f, \epsilon)$ for achieving accuracy $\epsilon$ with approximation in the hierarchical format we will see that a naive straightforward calculation for an arbitrary tree leads to the asymptotic bound

$$c(f, \epsilon) \leq \max(\epsilon^{-d/2}, \epsilon^{-(2-1/(2s))s/2}) \quad (\epsilon \to 0)$$

(7)

for $f \in B^s$. For the case $d = 2$ and $s > 1/2$ Griebel and Harbrecht [17] obtained $c(f, \epsilon) \leq \epsilon^{-2((s-1)/2)}$ which is much worse for $s$ close to $1/2$ than our bound $\epsilon^{-((2s-1)/2)}$. For large $s$, both are almost the same, although our bound is always smaller. The term $\epsilon^{-d/2}$ in (7) is due to the storage requirement of the transfer tensors (explained later), while $\epsilon^{-(2s-1)/2}$ is the estimated number of degrees of freedom required to approximate the HOSVD bases in the leaves by a linear method. As observed by Griebel and Harbrecht, in the case $d = 2$ the latter is more expensive (the transfer tensor is a diagonal matrix then). We see from (7) that when $d \geq 3$, it depends on the regularity $s$ which part asymptotically deteriorates the bound for the overall cost.

For $f \in B^{s,\text{mix}}$ we will obtain

$$c(f, \epsilon) \leq \epsilon^{-(2s+1)/(2s)}$$

for $d = 2$, and

$$c(f, \epsilon) \leq \epsilon^{-\max(\deg(T),3s+1/(2s))} \times \text{powers of } \lfloor \log \epsilon \rfloor$$

(8)

when $d \geq 3$, where $\deg(T)$ is the maximum number of connections a node in the tree $T$ can have, that is, the largest order of required transfer tensors. It is interesting to note that for a binary tree, as in the pure SVD case $d = 2$, the dominating part in the upper bound for a function $f \in B^{s,\text{mix}}$ is always due to the approximation of the HOSVD bases in the leaves (the second term in the max in (8)), since $\deg(T) = 3$ then. For other trees such as the Tucker tree the storage requirement of the transfer tensors (the first term in max) which are of size $r^{\deg(T)}$ can take over (depending on the regularity).
The bounds (7) and (8) are our main result and stated in Theorem 2. They are worse than (2) and (3), respectively (we have \( \deg(T) \geq 3 \) when \( d \geq 3 \)). But we emphasize that they are only upper bounds and need to be interpreted sensibly. In particular, they are calculated using a linear approximation method for the HOSVD bases, and not looking for further structure in the transfer tensors. However, this “naive” way of counting the degrees of freedom is close to what one would do “in practice”. We do not expect any specific properties from the HOSVD bases except their regularity, so restricting to a fixed linear approximation method for them seems very reasonable. But it is not obviously excluded the possibility that the considered function classes always allow for hierarchical approximations with sparse or low-rank transfer tensors. This is for instance the case for the Tucker format (which is the opposite extreme to binary trees) where simply using hyperbolic cross approximation leads to better storage cost (cf. Remark 1).

Taking a more pessimistic (theoretical) viewpoint, the successive bilinear approximation might be regarded as an inappropriate approach in a space of dominating mixed smoothness which, by its definition, is tailored to hyperbolic cross approximation. On the other hand, one should emphasize the black box character of the hierarchical tensor in inappropriate approach in a space of dominating mixed smoothness which, by its definition, is tailored to hyperbolic cross approximation. The class of functions providing good approximation properties is expected to be more general than the Sobolev classes, although a precise statement for this is unknown. In particular, it is not clear so far whether these classes are comparable at all.

In this sense, our restriction to Sobolev spaces is not intended to advocate for the sparse grids techniques (we are neutral in this question), but is due to the fact that this is still one of the few known frameworks in which one can say at least something fairly general without being too tautological. As we will also point out in section 2.1 the correct framework for treating the approximation property of the hierarchical tensor formats would be the theory of operator ideals, more precisely, the theory of singular numbers for various integral operators with the same kernel, but different space splittings. Characterizations of classes of kernels that belong to several Schatten ideals simultaneously (characterizations other than this one) would give rise to approximation results for the hierarchical format. In section 2.1 we rely on some known results we have found in the literature and bring their implications to tensor product approximations to attention. With this aim in mind the paper is naturally more devoted to the tensor product community, although it is our hope that experts in the theory of operator ideals could be stimulated seeing new applications for their results.

Let us finally note that generalizations to approximations in other than the \( L_2 \)-norm, even to \( L_p \)-norms, seems not to be straightforward. Although results on bilinear approximation rates are known, the quasi optimality of the high-order SVD truncation, which relies on the orthogonality of SVD projections, cannot be exploited. It is likely that periodic functions could be replaced by Sobolev functions on cubes. But since our results rely on approximation rates for bilinear approximation from the literature, and since for the mix norms we only found those of Temlyakov for the periodic case, we preferred staying on the safe side here. Considering anisotropic Sobolev spaces should be straightforward, but a little clumsy, therefore we leave it out here and only mention the required results on bilinear approximation (in the next section). In particular, it then would be of importance which variables are actually separated at each node of the dimension tree, and not just how many. Results for other function classes are obtained immediately as soon as results on bilinear approximation are available. A very recent result by Romanyuk and Romanyuk provides the same bilinear approximation rate as eq. (10) in certain Nikol’skii-Besov classes, but for separations of the variables into two equally sized groups only.

The rest of the paper is organized as follows. In section 2 we recall the results on bilinear approximation we will use. We also show the link to the theory of operator and sequence ideals. In section 3 we recall the high-order SVD truncation, the hierarchical tensor format, and the hierarchical tensor rank. Finally, in section 4 the results on approximation rates are stated and proved.

2. Results on bilinear approximation

We keep the notation from the introduction. Let \( d \geq 2 \), \( 1 \leq a < d \), \( x = (x_1, \ldots, x_d) \), and \( y = (y_1, \ldots, y_{d-a}) \). For a function \( f \in L_2(\pi_d) \) we define

\[
\tau_r(f,a) = \inf \left\| f(x,y) - \sum_{k=1}^r u_k(x)v_k(y) \right\|_{L_2} \tag{9}
\]

This reference was kindly pointed out by an anonymous referee after submission of the paper.
where the infimum is taken over all sets of functions \( u_1, \ldots, u_r \in L_2(\pi_a) \) and \( v_1, \ldots, v_r \in L_2(\pi_{d-a}) \).

Temlyakov [47] proved

\[
\sup_{f \in B^s} \tau_r(f, a) \sim r^{-3\max(1,a/(d-a))} \quad (r \to \infty),
\]

(10)

In fact, in the cited paper refined results for different \( L_p \) norms and anisotropic regularity are given. In that case the order of decay is max\((1/|s_1| + \cdots + 1/|s_d|^{-1}, 1/|s_{a+1} + \cdots + 1/s_d|^{-1})\). For related results in the non-periodic case see [1].

For the spaces of dominating mixed smoothness, to the best of our knowledge, results are available for the case of even \( d \) and \( a = d/2 \) only. In that case, Temlyakov [44,46] has shown\(^4\)

\[
\sup_{f \in B^{s,\infty}} \tau_r(f, d/2) \sim r^{-2s}(\log r)^{2s(d/2-1)} \quad (r \to \infty).
\]

(11)

However, we can apply this result to functions of \( 2a \) and \( 2(d - a) \) variables, which gives

\[
r^{-2s}(\log r)^{2s(\min(a,d-a)-1)} \leq \sup_{f \in B^{s,\infty}} \tau_r(f, a) \leq r^{-2s}(\log r)^{2s(\max(a,d-a)-1)} \quad (r \to \infty)
\]

(12)

for arbitrary \( a \) and \( d \). To see this, let \( 1 \leq d_1 < d_2 \leq d_3 \), and let \( V \) denote the subspace of \( L_2(\pi_{d_2-d_3}) \) containing functions which depend only on the first \( d_2 - d_1 \) variables, that is, whose Fourier coefficients of index \( k \in \mathbb{Z}^{d_2-d_3} \) are zero if some \( k_v \neq 0 \) for \( v > d_2 - d_1 \). Then it is plain that \( L_2(\pi_{d_2}) = (L_2(\pi_{d_2}) \ominus V) \oplus (L_2(\pi_{d_2}) \ominus V) \) (in the sense of Hilbert spaces [13]) and that \( L_2(\pi_{d_2}) \) is isometrically isomorphic to \( (L_2(\pi_{d_2}) \ominus V) \otimes V \). Moreover, the best bilinear approximation of a such embedded \( f \in L_2(\pi_{d_2}) \ominus V \) with respect to variable splitting after index \( d_1 \) has to belong to \( L_2(\pi_{d_2}) \ominus V \) as well, which can be seen by applying the \( L_2(\pi_{d_2}) \) orthogonal projection \( I \otimes P_V \) where \( P_V \) is the orthogonal projection on \( V \) in \( L_2(\pi_{d_2-d_3}) \). Also, by definition [1], \( f \) will have the same mix norm when regarded as a function of \( d_2 \) or of \( d_3 \) variables (since the Fourier basis of trigonometric polynomials is a tensor product basis).

Summarizing, it holds

\[
\sup_{f \in B^{s,\infty}(\mathbb{R}^{d_1})} \tau_r(f, d_1) = \sup_{f \in (L_2(\pi_{d_2}) \oplus V) \ominus (L_2(\pi_{d_2}) \ominus V)} \tau_r(f, d_1) \leq \sup_{f \in B^{s,\infty}(\mathbb{R}^{d_3})} \tau_r(f, d_1).
\]

Using [11] (and noting that \( \tau_r(f, a) = \tau_r(f, d - a) \)), the lower bound in (12) is obtained by taking \( d_1 = \min(a,d-a) \), \( d_2 = 2d_1 \), and \( d_3 = d \), while for the upper estimate we choose \( d_1 = \max(a,d-a) \), \( d_2 = d \), and \( d_3 = 2d_1 \).

**Lemma 1.** For \( c, s, d > 0 \), let \( r(e) \) denote the smallest \( r \) such that \( cr^{-1}(\log r)^d \leq e \). Then it holds

\[
r(e) \leq C(d, e)^{1/3} s^{-d} e^{-1/\|\log e\|} d
\]

with \( C(d, e) \searrow 1 \) for \( e \to 0 \), but \( C(d, e) \to +\infty \) superexponentially for \( d \to \infty \).

**Proof.** It suffices to prove this for \( c = s = 1 \) and then invoking \( r((e/c)1/3) \) for the general case. For \( \rho = C e^{-\|\log e\|^d} \) with \( C > 0 \) it holds

\[
\rho^{-1}(\log \rho)^d = C^{-1} e^{d(\log C + \|\log e\| + d \log |\log e|)} = C^{-1} \left( 1 + \frac{\log C}{|\log e|} + \frac{d \log |\log e|}{|\log e|} \right)^d.
\]

Choosing \( C = C(d, e) \) as the smallest constant such that the right hand side is less than or equal to \( e \) provides the required estimate, since \( r(e) = [\rho] \) then.

Let \( c(d, s) \) be the constant for the upper bound of (12). Substituting \( s \) by \( 2s \) and \( d \) by \( \max(a,d-a) - 1 \) in Lemma 1, we obtain the following result.

**Lemma 2.** Let \( r(e) \) denote the smallest rank \( r \) such that \( \sup_{f \in B^{s,\infty}} \tau_r(f, a) \leq e \). Then it holds

\[
r(e) \leq C(d, e)^{1/3} (2s)^{-\max(a,d-a)-1} e^{-1/(2s)} |\log e|^{\max(a,d-a)-1}
\]

when \( e \) is small enough to satisfy the upper bound of (12) with constant \( c(d, s) \). It holds \( C(d, e) \searrow 1 \) for \( e \to 0 \).

\(^4\)In Theorem 4.3 of [44] the result is stated for \( s > 1/2 \). The result for \( s > 0 \) is a remark to Theorem 2.1 in [45] which even deals with the case that the two blocks of variables possess different mixed regularity within themselves. Then \( s \) is to be replaced with \((s_a + s_{d-a})/2 \). One should also note that Theorem 2.1 in [46] contains the typo \( 2 < q \) instead of \( 2 \leq q \). Again, in these papers slightly different Sobolev classes are considered which however have the same asymptotic, cf. Footnote [4] where one gains negative logarithmic powers in the lower dimensions.)
2.1. The link to the theory of operator ideals

Given \( f \) and \( a \) as above, we denote by \( A_f \) the integral operator
\[
(A_f w)(x) = \int_{[-\pi,\pi]^{r-a}} f(x, y) w(y) \, dy.
\] (13)

This operator is compact, in fact Hilbert-Schmidt. The best bilinear approximation problem is equivalent to
\[
\|A_f - A\|_{HS} = \min \quad s.t. \quad \text{rank}(A) \leq r.
\]

This problem can formally be solved by means of the singular value decomposition (Schmidt expansion [40])
\[
A_f = \sum_{k=1}^{\infty} \sigma_k u_k \otimes v_k, \quad \sigma_1 \geq \sigma_2 \geq \cdots \geq 0,
\] (14)
of \( A_f \), where \( u_1, u_2, \ldots \) and \( v_1, v_2, \ldots \) are orthonormal systems in \( L_2(\pi) \) and \( L_2(\pi_{d-a}) \), respectively, and \( u_k \otimes v_k \) denotes rank-one operators with kernels \( u_k(x)v_k(y) \). Namely, we have for \( A'_f = \sum_{k=1}^{r} \sigma_k u_k \otimes v_k \) that
\[
\tau_r(f, a) = \|A_f - A'_r\|_{HS} = \left( \sum_{k=r+1}^{\infty} \sigma_k^2 \right)^{1/2}.
\] (15)

Thus singular value estimates lead to approximation rates.

For an \( \ell_2 \)-sequence \((\varsigma_k)\) we denote by \((\varsigma^*_k)\) a rearrangement which is decreasing in modulus. The weak \( \ell_p \)-space \( \ell^w_p \) contains by definition all sequences \((\varsigma_k)\) for which there exists a constant \( c \) such that \( \varsigma_k \leq c k^{-1/p} \). As one can think about, \( \ell_p \subset \ell^w_p \), and \( \ell^w_p \) is compactly embedded in \( \ell_q \) for \( q > p \). A standard result in approximation theory is that for \( s > 0 \) we have
\[
\left( \sum_{k=r}^{\infty} (\varsigma^*_k)^2 \right)^{1/2} \leq r^{-s} \quad \text{if and only if} \quad (\varsigma_k) \in \ell^w_p(s) \quad \text{with} \quad p(s) = (s + 1/2)^{-1},
\]
see, e.g., in DeVore [8] or Dahmen [7] Proposition 16 for a proof. In the special case that \((\varsigma_k) \in \ell_p(s)\) we have the following estimate which is frequently called Stechkin’s lemma \(^5\)
\[
\left( \sum_{k=r}^{\infty} (\varsigma^*_k)^2 \right)^{1/2} \leq r^{-s} \| (\varsigma_k) \|_{\ell_2(s)}.
\]

We see from (15) that
\[
\tau_r(f, a) \sim r^{-s} \quad \text{if and only if} \quad (\sigma_k) \in \ell^w_p(s),
\]
which is in line with singular value estimates also found by Temlyakov in the cited and other papers. Compact operators whose singular values lie in certain weak \( \ell_p \)-spaces form ideals. This follows from
\[
\sigma_k(AB) \leq \sigma_k(A)\|B\|,
\] (16)
where \( A \) and \( B \) are bounded operators between Banach spaces, and \( A \) is compact. The definition of the singular numbers in this case is \( \sigma_k(A) = \inf \|A - A_k\| \), rank \( A_k < k \), from which (16) easily follows. Among those ideals the Schatten classes [59] of compact operators whose singular values belong to strong \( \ell_p \) spaces are the most famous. Let us also refer to the classic books of Golberg and Krein [14] and Pietsch [36].

As for singular value estimates of integral operators with kernels from Sobolev and Besov classes standard references seem to be the surveys of Birman and Solomjak [6] and Pietsch’s monograph [37], with the latter also containing an excellent historical survey. There is also a nice chapter in the book of König [26]. The typical approach in these

\(^{5}\)We were unable to find a reference where exactly this estimate has been stated by Stechkin. However, it is closely related to his pioneering results on \( N \)-term approximation in the case \( p(s) = 1 \) [23], see also [9]. A direct elementary proof of the stated inequality can be found in [27].
references is to use the fact that, if a kernel belongs to, say, a Sobolev space with respect to variable $x$, then the integral operator [13] can be regarded as a continuous mapping into a lower-variate Sobolev space. Using then [16] with $A$ being a compact Sobolev embedding and $B$ the integral operator, the problem reduces to estimation of singular values of Sobolev embeddings. New bounds have been obtained recently [28]. However, it seems to be difficult with this approach to take the regularity with respect to the variable $y$ into account.

We are only aware of one such result which gives an upper bound for “block mixed” spaces. Let $H^{s_2} \langle \pi, \sigma \rangle \otimes H^{s_3} \langle \pi, \sigma \rangle$ denote the space of $2\pi$-periodic functions $f(x,y)$ having weak derivatives up to order $s_2, s_3$, but only order $s_2$ for the first block, and $s_3$ for the second block are allowed. Then, if $2s_2 > a$ and $2s_3 > d - a$, it holds [6, Theorems 2.5/9.4] that

$$\sigma_k(A) \leq CK^{1/p}||f||_{s_2, s_3, \text{mix}} \quad \text{with} \quad 1/p = 1/2 + s_2/a + s_3/(d - a),$$

where $||f||_{s_2, s_3, \text{mix}} = ||g||_{s_2, a}$, $g(y) = ||f(\cdot, y)||_{s_3}$, and $C$ does not depend on $f$. According to the previous considerations this implies

$$\sup_{||f||_{s_2, s_3, \text{mix}} \leq 1} \tau_\ell(f, a) \leq r^{-s_2/d - s_3/(d - a)} \quad (r \to \infty).$$

In this statement we have an inbuilt, probably unnecessary growing smoothness requirement with the dimension which ensures compactness of certain Sobolev embeddings. For $d = 2$ and $s_2 = s_3 > 1/2$ one recovers the upper bound in [11].

3. The hierarchical tensor format, hierarchical rank, and HOSVD truncation

Here we recall the apparatus of the hierarchical tensor format, mainly following [51], but allowing for non-binary trees. More details can be found in Hackbusch’s monograph [18] and Grasedyck’s paper [15].

Let $T$ denote a set of subsets of $\{1, 2, \ldots, d\}$ which can be arranged into a tree as follows: (i) the root is $t_1 = \{1, 2, \ldots, d\} \in T$, (ii) every node $t \in T$ that is not a leaf has at least two nonempty sons $t_1, t_2, \ldots, t_n \in T$ such that $t = t_1 \cup t_2 \cup \cdots \cup t_n$, (iii) the leaves are $\{\mu\}$, $\mu = 1, 2, \ldots, d$. Such a set $T$ is called a dimension tree. Examples are shown in Figures 1 and 2. It is convenient to also introduce $r' = \{1, 2, \ldots, d\} \setminus t$. Let us agree that in tuples $x' = (x_{r_1}, x_{r_2}, \ldots, x_{r_{|T|}})$, where $t = \{r_1, r_2, \ldots, r_{|T|}\}$, the variables are arranged by increasing index, i.e., $r_1 < r_2 < \cdots < r_{|T|}$. Likewise for $x''$, whereas in $(x', x'')$ we assume all variables being merged into their initial ordering.

Let $T$ be a dimension tree and $r = (r_t)_{t \in T \setminus \{\emptyset\}}$ an associated set of nonnegative values $r_t \in \mathbb{N} \cup \{+\infty\}$. For convenience let $r_\emptyset = 1$ for the root. A function $f \in L_2(\pi_d)$ is said to be $(T, r)$-decomposable if it can be decomposed in the following form.

(i) To every node $t \in T \setminus \{\emptyset\}$ an $r_t$-dimensional subspace $U^t \subset L_2(\pi_d)$ is associated in form of a basis $u_1^t, u_2^t, \ldots, u_{r_t}^t$.

For the root let $u_1^\emptyset = f$.

(ii) For every node $t \in T$ having sons $t_1, t_2, \ldots, t_n$ there exists a transfer tensor $\beta^t \in \mathbb{R}^{r_1 \times r_2 \times \cdots \times r_n \times r_t}$ such that it holds

$$u_k^t(x'^1, x'^2, \ldots, x'^n) = \sum_{k_1=1}^{r_1} \sum_{k_2=1}^{r_2} \cdots \sum_{k_n=1}^{r_n} \beta^t_{k_1 k_2 \cdots k_n} u_1^{t_1}(x'^1) u_2^{t_2}(x'^2) \cdots u_{r_t}^{t_n}(x'^n).$$

The second condition can be expressed as

$$U^t \subseteq U^{t_1} \otimes U^{t_2} \otimes \cdots \otimes U^{t_n}$$

and is called nestedness [15].

The set of $(T, r)$-decomposable functions will be denoted by $\mathcal{H}_{S,T}$. In the cases of the dimension trees depicted in Fig 2, the format is called Tucker format and extended tensor train format (which is essentially different from the ordinary TT format, see, e.g., [51]), respectively. In general, we speak about the hierarchical Tucker format.
The parameters that need to be stored for a function \( f \in \mathcal{H}_{\mathbb{R},T} \) are the basis functions \( u_k \) for the leaves and the transfer tensors \( \beta_t \) for all other nodes of the tree. We have illustrated this in Fig. 1b for a binary tree. Thus, as long as the transfer tensors do not possess a specific structure, the storage cost is

\[
\sum_{t \in T \setminus \{r\}} r_t \prod_{i=1}^{d} r_i + \sum_{\mu=1}^{d} \text{cost to store approximations of } u_1^{(\mu)}, u_2^{(\mu)}, \ldots, u_r^{(\mu)}. \tag{18}
\]

One should remark that typically, to ensure the computational stability of the recursion, the bases \( u_1', u_2', \ldots, u_r' \) at each node are chosen to be orthonormal. In this case, every “slice” of the transfer tensors \( \beta' \) (fixed index \( k_t \)) has Frobenius norm 1, except in the root \( r_\tau \).

We now define the hierarchical \( T \)-rank of a function \( f \in L_2(\pi_d) \) associated to the tree \( T \). For every \( t \in T \setminus \{r\} \) let \( A_t' \) be the integral operator

\[
(A_t' \nu)(\mathbf{x}') = \int_{[-\pi,\pi]^d} f(\mathbf{x}', \mathbf{x}) \nu(\mathbf{x}) \, d\mathbf{x}
\]

and

\[
U_t' = \mathcal{R}(A_t')
\]
its range. The $T$-rank of $f$ (notation rank$_T(f)$) is the tuple $r = (r_\ell)_{\ell \in T\setminus \{0\}}$ with
\[
r_\ell = \text{rank}(A'_\ell) = \dim(U'_{\ell}),
\]
which can be countably infinite. Note that the two sons of the root of $T$ have identical ranks.

When $f$ is $(T, r)$-decomposable it is easy to see that $U'_{\ell} \subseteq U'$ and hence rank$_T(f) \leq r$ (understood elementwise) is a necessary condition for $f \in \mathcal{H}_{s,T}$. It is also sufficient since we can choose $U' = U'_{\ell}$ in every node which follows from the nestedness property
\[
U'_{\ell} \subseteq U'_{\ell} \otimes U'_{\ell} \otimes \cdots \otimes U'_{\ell},
\]
whose easy proof we can omit. Consequently, we have
\[
\mathcal{H}_{s,T} = \{ f \in L_2(\pi_\delta) : \text{rank}_T(f) \leq r \}.
\]

Let us now come to the problem of approximation by $(T, r)$-decomposable functions. The main tool is the high order-singular value truncation. The following facts can be found in [15] or [18]. Let
\[
A'_\ell = \sum_{k=1}^\infty \sigma'_k u'_k \otimes v'_k, \quad \sigma'_1 \geq \sigma'_2 \geq \cdots \geq 0,
\]
be the singular value decomposition of $A'_\ell$ as in [14]. Given $r_\ell$, let $U'_{\ell} = \text{span}(u'_1, u'_2, \ldots, u'_{r_\ell})$ and $P'_{f,\ell}$ be the orthogonal projection onto $U'_{\ell} \otimes L_2(\pi_\delta)$. Note that $P'_{f,\ell}(f)$ is the best bilinear rank-$r_\ell$ approximation of $f$ with respect to the splitting $(\mathbf{x}, \mathbf{x}')$.

Assume $T$ has $L$ levels (the root having level zero) and denote by level($t$) the level of a node. Then the high order SVD truncation/projection $f^*$ is defined as the projection
\[
f^* = P'_{f}(f), \quad \text{where } P'_f = P'_{f,1} \circ P'_{f,2} \circ \cdots \circ P'_{f,L}, \quad \text{and } P'_{f,\ell} = \prod_{\text{level}(t)=\ell} P'_{f,\ell}.
\]
The ordering within one level does not matter since for different values of $t$ in the same level the projections $P'_{f,\ell}$ commute. Thus every $P'_{f,\ell}$ itself is an orthogonal projection.

It is easily seen that $f^* \in \mathcal{H}_{s,T}$. Note that from the second projection on, the performed bilinear approximations are not optimal anymore. This can be fixed by an on-line choice of the projection to use (calculated from the current approximation). We do not dwell on this because, astonishingly, $f^*$ itself is already a quasi optimal approximation from $\mathcal{H}_{s,T}$. The result is due to De Lathauer et al. [29] for the Tucker format and Grasedyck [15] for the general case. (Oseledets and Tyrtyshnikov [35] came to a similar conclusion for the TT format.)

**Lemma 3.** Let
\[
\tau_\ell(f, T) = \inf_{g \in \mathcal{H}_{s,T}} \|f - g\|_{L_2},
\]
then the following holds:
\[
\tau_\ell(f, T) \leq \|f - f^*\| \leq \sqrt{\sum_{\ell \in T \setminus \{0\}} \sum_{k \geq \ell+1} (\sigma'_k)^2} \leq \sqrt{|T| - 1} \tau_\ell(f, T).
\]

Note that for each $\ell$ the sum $\sum_{k \geq \ell+1} (\sigma'_k)^2$ is the exact error of the best bilinear rank-$r_\ell$ approximation of $f(\mathbf{x}', \mathbf{x}')$. In the case that the root has two sons, the constant can be improved to $\sqrt{|T| - 2}$.

The HOSVD subspaces $U'_{\ell}$ are spanned by the first $r_\ell$ left singular vectors $u'_k$ of the integral operator $A'_\ell$ which are eigenvectors of $A'_\ell(A'_\ell)'$. Typically, at each node these singular vectors are taken as basis functions for $U'_{\ell}$ in a $(T, r)$-decomposition of $f^*$. This is called the HOSVD basis. In the case that the root has two sons, the transfer tensor $f^*$ is a diagonal matrix.
In practice, we will have to approximate the HOSVD basis functions in the leaves based on their regularity. If the kernel \( f \) is in \( H^s(\pi_d) \), then \( A_{\pi}^{(s)} \) will be a continuous map into \( H^s(\pi_d) \). Since the HOSVD basis functions are in the range of \( A_{\pi}^{(s)} \), they belong to that space. In particular, it is straightforward to show that

\[
\|u_{\pi}^{(s)}\|_s = \|A_{\pi}^{(s)}u_{\pi}^{(s)}/\sigma_k\|_s \leq \|f\|_s/\sigma_k
\]

for the leaves, see, e.g., [49] for a proof.

Concerning the regularity of \( f^\circ \), Hackbusch [19, Corollary 3.2] proved by an elegant technique that

\[
\|f^\circ\|_s \leq \|f\|_s.
\]

4. Results on asymptotic complexity

We first state the asymptotic upper bound for \( \tau_r(f, T) \) (defined in [19]) with respect to \( r \).

**Theorem 1** (Asymptotics with respect to rank). For a fixed dimension tree \( T \), we have the following asymptotics:

\[
\sup_{f \in B^r} \tau_r(f, T) \sim r^{-\max(1/\mu, 1/(d-\epsilon))} (r \to \infty),
\]

\[
\max_{r \in \mathbb{R}} r^{2\epsilon}(\log r)^{2(\min(\mu, d-\epsilon)-1)} \leq \sup_{f \in B^r} \tau_r(f, T) \leq \max_{r \in \mathbb{R}} r^{2\epsilon}(\log r)^{2(\min(\mu, d-\epsilon)-1)} (r \to \infty).
\]

The hidden constants depend on \( d, s, \) and \( T \).

**Proof.** By (20), it holds

\[
C_1 \max_{r \in \mathbb{R}} \sum_{k \geq r+1} (\sigma_k^r)^2 \leq \tau_r(f, T)^2 \leq C_2 \max_{r \in \mathbb{R}} \sum_{k \geq r+1} (\sigma_k^r)^2
\]

for constants depending only on \( T \). Since \( \sum_{k \geq r+1} (\sigma_k^r)^2 = \tau_r(f, |t|) \) in (9) for a suitable rearrangement of the variables, and since the maximum is taken over a finite set, we immediately obtain

\[
C_1 \max_{r \in \mathbb{R}} \sup_{f \in B^r} \tau_r(f, |t|) \leq \tau_r(f, T)^2 \leq C_2 \max_{r \in \mathbb{R}} \sup_{f \in B^r} \tau_r(f, |t|)
\]

for every \( r \) for which \( H_{sT} \) is not empty. Here \( B \) stands either for \( B^r \) or for \( B^{r,\max} \). The claims follow from (10) and (12). \( \square \)

Now let \( c(f, \epsilon) \) denote the minimum storage cost (required degrees of freedom) for approximating a function \( f \) to an \( L_2 \)-accuracy \( \epsilon \) by \((T, r)\)-decomposable functions. In the estimates below the storage cost for the transfer tensors \( f^\circ \) is just estimated by their size. We leave it open whether there is some further structure to be exploited. For the leaves we have to determine the dimension required to approximate the exact HOSVD bases by a fixed linear method, e.g., approximation by trigonometric polynomials.

**Lemma 4** (Approximation of bases in leaves). Let \( f \in B^r \cap H_{sT} \) and \( \epsilon > 0 \). Then there exists \( \tilde{f} \in H_{sT} \) with \( \|f - \tilde{f}\|_2 \leq \epsilon \) such that \( \tilde{f} \) can be encoded with the basis functions in leaf \(|t|\) being trigonometric polynomials of degree \( < d^{1/\mu} r^{1/(2\mu)} \). Thus it follows from (18) that

\[
c(f, \epsilon) \leq \sum_{t \in T \text{ not leaf}} r_t \prod_{i=1}^{n_t} r_{t_i} + d^{1/\mu} \epsilon^{-1/\mu} \sum_{\mu=1}^{d} r^{1+1/(2\mu)} (\epsilon \to 0).
\]
Proof. Assume $f$ is encoded using HOSVD bases $u_k^{(1)}$ in all nodes. By (2) and (21), we can approximate the basis functions $u_k^{(1)}$ by their best approximations by trigonometric polynomials, denoted by $\tilde{u}_k^{(1)}$, to an accuracy $\epsilon r_{k(1)}^{-1/2}/(d\sigma_{k(1)})$ using polynomial degree

$$n \leq (\epsilon/d)^{-1/4}r_{k(1)}^{1/(2d)}.$$  

Keeping the bases in the other leaves, and using the same transfer tensors, we obtain a reconstruction $f^{(1)} \in \mathcal{H}_{\epsilon,t,T}$. Denoting by $\sum_{k=1}^{r_1} \sigma_k^{(1)} u_k^{(1)} \otimes v_k$ an SVD of $A_f^{(1)}$, it follows from the hierarchical decomposition (17) that the $v_k$ are multilinear combinations of the basis functions in leaves $[2]$ to $[d]$ only, involving the transfer tensors as coefficients. Replacing the $u_k^{(1)}$ in the first leaf by $\tilde{u}_k^{(1)}$ we find that it has to hold that

$$A_f^{(1)} = \sum_{k=1}^{r_1} \sigma_k^{(1)} \tilde{u}_k^{(1)} \otimes v_k.$$  

Hence, since the $v_k$ are orthonormal,

$$\|A_f^{(1)} - A_f^{(1)}\|_{HS}^2 = \left\| \sum_{k=1}^{r_1} \sigma_k^{(1)} (u_k^{(1)} - \tilde{u}_k^{(1)}) \otimes v_k \right\|^2_{HS} = \sum_{k=1}^{r_1} \sigma_k^2 \|u_k^{(1)} - \tilde{u}_k^{(1)}\|_2^2 \leq (\epsilon/d)^2.$$  

By isometry, $\|f - f^{(1)}\|_{L_2} \leq \epsilon/d$. Since the $\tilde{u}_k^{(1)}$ are obtained from $u_k^{(1)}$ by Fourier truncation, (24) also shows that $f^{(1)}$ is a Fourier truncation of $f$. In particular, it holds $f^{(1)} \in B^s$, so that we can continue with the further leaves in the following way: before step $\mu + 1$ we change the representation of $f^{(\mu)}$ into one using HOSVD bases of $f^{(\mu)}$ in every node, and then manipulate the basis at node $[\mu + 1]$ as in the first step such that $\|f^{(\mu)} - f^{(\mu+1)}\|_{L_2} \leq \epsilon/d$. Note that establishing HOSVD bases in all nodes does neither increase the $T$-rank, nor does it change the optimal subspaces in the leaves (simply because it does not change the represented function). Therefore the HOSVD bases for the leaves already treated remain trigonometrical polynomials of at most the same degree. The final result of this process is $\tilde{f} = f^{(d)} \in \mathcal{H}_{\epsilon,t,T}$ satisfying

$$\|f - \tilde{f}\|_{L_2} \leq \|f - f^{(1)}\|_{L_2} + \|f^{(1)} - f^{(2)}\|_{L_2} + \cdots + \|f^{(d-1)} - f\|_{L_2} \leq \epsilon$$  

as required. \hfill \Box

We now state the main result. For every node $t \in T$ let $\text{deg}(t)$ be the number of connected nodes (number of sons plus number of parents (one or zero)). We set

$$\text{deg}(T) = \max_{t \in T} \text{deg}(t).$$

In the estimates below, the first term in the max function is a bound for the transfer tensors, while the second is the approximation of the HOSVD bases.

Theorem 2 (Asymptotic rate of approximation cost).

(a) It holds

$$\sup_{f \in B^s} c(f, \epsilon) \leq \max(\epsilon^{-d/s}, \epsilon^{-(2s+1)/(2s)}) \quad (\epsilon \to 0)$$

with a constant depending on $d$, $s$, and $T$.  

(b) When $d = 2$,

$$\sup_{f \in B^{s,\text{mix}}} c(f, \epsilon) \leq \epsilon^{-(3+1/(2s))/(2s)} \quad (\epsilon \to 0),$$

whereas for $d \geq 3$ at most

$$\sup_{f \in B^{s,\text{mix}}} c(f, \epsilon) \leq \max(\epsilon^{-\text{deg}(T)/(2s)} [\log \epsilon]^{N(T)}, \epsilon^{-(3+1/(2s))/(2s)} [\log \epsilon]^{(1+1/(2s)(d-2))}) \quad (\epsilon \to 0).$$

\footnote{A rigorous and detailed proof of precisely this perturbation bound is given in [18] Theorem 11.53.}
with
\[
N(T) = \max_{t \in T \text{ not leaf}} \left( \max(|t|, d - |t|) + \sum_{i=1}^{n} \max(|t_i|, d - |t_i|) \right) - \deg(T),
\]
with constants depending on \(d, s,\) and \(T\). These constants improve for growing \(s\) and fixed \(d\) and \(T\). In both cases, the degrees of freedom needed for approximating the HOSVD bases in the leaves is asymptotically bounded by \(e^{-\frac{d}{2}} \log e^{(\frac{1}{2} + \frac{d}{2})}\).

**Remark 1.** For a binary dimension tree (Fig. 1) and \(d \geq 3\) we have \(\deg(T) = 3\) and thus for \(f \in B^{s, \text{mix}}\) always obtain the second bound
\[
sup_{f \in B^{s, \text{mix}}} c(f, \epsilon) \leq e^{-\frac{3 + 1}{2} d} \log e^{(\frac{1}{2} + \frac{d}{2})} (\epsilon \to 0),
\]
which is the bound for approximating the basis functions in the leaves. This is in line with the findings of Griebel and Harbrecht [17] for two variables (a simple binary tree of depth one).

**Remark 2.** It appears plausible, yet difficult to prove, that the cost for approximating the HOSVD bases by a linear method as done in the proof of Lemma 4 cannot be reduced in general. But even if this is true, it would not necessarily imply that the found rates are optimal for approximation by the hierarchical tensor format (they might be optimal when restricting to the HOSVD algorithm). In fact, this seems unlikely as can be seen from the bi-variate case, where the optimal linear approximation by trigonometric polynomials actually is a bilinear approximation whose rank might not be optimal, but which has an asymptotically lower cost \(e^{-1} \log e\). How to transfer this counter-example to higher dimension is however not clear to us.

**Proof of Theorem 2.** We again make use of the fact that \(\tau_r(f, T) \sim ||f - f^r||_{L_2}\) for \(r \to \infty\) (Lemma 3). Let \(r(\epsilon/2)\) be the smallest ranks required to achieve \(||f - f^r||_{L_2} \leq \epsilon/2\). From (23) and (10) we see that we have
\[
r(\epsilon/2) \leq e^{-\min(|d|, |\rho|)/s} (\epsilon \to 0)
\]
for \(f \in B^d\). For \(f \in B^{s, \text{mix}}\) we apply Lemma 2 to get from (23) that
\[
r(\epsilon/2) \leq e^{-1/(2s)} \log e^{\max(|d|, |\rho|) - 1)}
\]
with a constant depending on \(d, s,\) and \(T\). When \(d = 2\) we simply have \(r(\epsilon/2) \leq e^{-1/2s}\). The behavior of this constant with regard to \(s\) has been stated in Lemma 2. In both cases it holds that \(||f^r||_{L_2} \leq ||f||_{L_2} \leq 1\) according to (22). Therefore we can apply Lemma 4 with \(\epsilon/2\) for further approximating the basis functions in the leaves. For \(f \in B^d\) this provides an overall estimate of
\[
c(f, \epsilon) \leq \sum_{t \in T \text{ not leaf}} e^{-M(t)/s} + (2d)^{1/s} e^{-1/s} \sum_{\mu=1}^{d} e^{-(1 + 1/(2s))/\mu} (\epsilon \to 0)
\]
with \(M(t) = (\min(|t|, d - |t|) + \sum_{i=1}^{n} (\min(|t_i|, d - |t_i|)\), while for \(f \in B^{s, \text{mix}}\) we have
\[
c(f, \epsilon) \leq \sum_{t \in T \text{ not leaf}} e^{-\deg(t)/2s} \log e^{N(t)} + (2d)^{1/s} e^{-1/s} \sum_{\mu=1}^{d} e^{-(1 + 1/(2s))/\mu} \log e^{(\frac{1}{2} + \frac{d}{2})} (\epsilon \to 0)
\]
with \(N(t) = \max(|t|, d - |t|) - 1 + \sum_{i=1}^{n} (\max(|t_i|, d - |t_i|) - 1)\). This estimate for \(c(f, \epsilon)\) is also correct for \(d = 2\) although the first term is not sharp then (it can be replaced by \(e^{-1/2s}\) due to the diagonal SVD core matrix). The trivial bound \(M(t) \leq d\) completes the proof.
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