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Abstract

A fully discrete analysis of the finite element heterogeneous multiscale method (FE-HMM) for elliptic problems with \( N + 1 \) well separated scales is discussed. The FE-HMM is a numerical homogenization method that relies on macroscopic scheme (macro FEM) for the approximation of the effective solution corresponding to the multiscale problem. The effective data are recovered from micro scale computation (micro FEM) on sampling domains located at appropriate quadrature points of the macroscopic mesh. At the macroscopic level, the numerical method can be seen as a FEM with numerical quadrature for a modified effective problem, hence, variational crimes are made when designing this method. Up to now, the method has been analyzed for two scales and the micro FEM was assumed to be conforming. For more than two scales, variational crimes are committed also at the intermediate (meso) scales and the effective data of the macroscopic scheme are obtained from a cascade of FEMs with numerical integration, which require a careful analysis. Numerical experiments for three scale problems illustrate the theoretical convergence rates.
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1 Introduction

Numerical solutions of partial differential equations with multiple scales are basic problems for many applications, such as the conductivity of composite materials, stationary permeability in a porous media, etc. (see for example [20]). When the scale separation between the macroscopic scale of interest and the various microscopic scales where significant physical phenomena occur spans several order of magnitude, standard single scale numerical methods such as the finite element method (FEM) are usually too costly as the complexity scales with \( \mathcal{O}(\varepsilon^{-d}) \), where \( \varepsilon \) is the smallest scale in the problem and \( d \) the spatial dimension of the physical problem. In recent years, a number of multiscale methods have been proposed to overcome the limitation of single scale methods (see [18, 15] and the references therein).

In this paper we consider numerical methods for a class of elliptic multiscale problems of the form

\[
- \nabla \cdot (a^\varepsilon(x) \nabla u^\varepsilon(x)) = f \text{ in } \Omega, \\
\quad u^\varepsilon(x) = 0 \text{ on } \partial \Omega,
\]
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in a domain $\Omega \in \mathbb{R}^d$, $d \leq 3$, where $a^\varepsilon = a(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_N})$, and $\varepsilon_1, \ldots, \varepsilon_N$ are $N$ positive functions $\varepsilon_i(\varepsilon)$ that converge to 0 when $\varepsilon \to 0$ and that are well-separated in the sense that $\lim_{\varepsilon \to 0} \frac{\varepsilon_{i+1}(\varepsilon)}{\varepsilon_i(\varepsilon)} = 0$ for $i = 1, \ldots, N - 1$. The above tensor has thus one macroscopic scale and $N$ microscopic scales, i.e., it varies over $N + 1$ scales (for simplicity of indexing the scales in our numerical scheme, we will refer to the macro scale as the zero-th scale). Here, we assume homogeneous Dirichlet boundary conditions for simplicity and take $f \in L^2(\Omega)$. As the problem (1) is often intractable numerically (we recall that the complexity of a standard FEM would be $O(\varepsilon^{-d} N)$), one usually looks for an effective equation, where the small scales have been averaged out.

Rigorous averaging theory for problems such as (1) has been derived in the framework of homogenization theory. We mention homogenization techniques using the multiple scale expansion [10, 22], whose convergence can be studied using the energy method due to Tartar [26]. Another approach is the two-scale convergence proposed by Nguentseng [24], developed and generalized by Allaire and Briane [8, 9] for problems with more than two-scales.

Numerous numerical methods have been proposed recently for homogenization problems (see [18, 3, 15, 6] and the references therein). Most of the proposed methods for elliptic homogenization problems have however been proposed for two separated scales (a micro and a micro scale). A few methods have nevertheless been studied for elliptic problems with more than two scales. We mention an analysis of the multiscale finite element method by Efendiev et al. [19], and the numerical method based on high-dimensional FEM and sparse tensor-product approximation [21] based on the limit problem obtained from the reiterated homogenization proposed in [9].

In this paper we consider the finite element heterogeneous multiscale method introduced in [16]. This method has been analyzed in [17] (semi-discrete error analysis) and in [1, 2] (fully discrete analysis) for two-scale problems (see also the reviews [3, 4]). We propose a fully discrete analysis for $N + 1$ scale problems. While the design of the FE-HMM for $N + 1$ scale problems is straightforward from the method proposed in [16], the analysis is considerably more difficult than the analysis for two-scale problems [17, 1]. Indeed, recall that this method is based on on macroscopic scheme (macro FEM) for the approximation of the effective solution corresponding to the considered multiscale problem. The effective data are then recovered by probing the fine scale and solving micro problems (micro FEM) around each macroscopic quadrature point. In turn, this method can be seen as a FEM with numerical quadrature for a modified effective problem. The data actually recovered by the micro FEMs are a perturbed version of the true effective data, because the computed data depends on the accuracy of the micro solver and on so-called modeling error (originating from the boundary conditions set for the micro problems and the size of the chosen sampling domains). For the analysis we have thus to deal with variational crimes (as we have a FEM with numerical quadrature) and modeling error (as the effective problem recovered differ from the true effective model). Yet for two-scale problems, the micro scale was assumed to be solved by conforming method in the analysis [1, 2], while for more than two scale problems, such assumption cannot be made as the problems at intermediate scales (called mesoscales in what follows) depend on effective coefficients computed around quadrature points of the meso FE meshes. Hence, we have a cascade of interdepending FEM with numerical quadrature and a cascade of variational crimes. In turn we need on one hand to generalize the analysis for FEM with numerical quadrature for single scale problem given by [12], on the other hand characterize the propagation of numerical discretization and modeling errors from micro to meso and macro scales. This precise characterization allows to set up the optimal meshes at each scale in order to obtain
the desired convergence rate at the macro scale with minimal computational complexity. To
avoid considerable notational difficulties, we will give the detailed analysis for three-scale
problems. Its generalization to \( N + 1 \) scale problems, that is conceptually not more difficult
than the three-scale problem, will be sketched. We close this introduction by noting that a
complexity analysis of the FE-HMM for \( N + 1 \) scales shows that the method even though
much cheaper than the fine scale problem (intractable in general) can be costly, due to the
cascade of cell problems to be solved. However, as shown recently in [5], the use of reduced
basis for the computations of the micro problems can considerably reduce the cost of repeated
cell problems in the FE-HMM. The generalization of the results [5] to \( N + 1 \) scale problems
is a topic for further research. As for two-scale problems, it is likely that the analysis of the
FE-HMM for \( N + 1 \) scale problems will be an important ingredient for analyzing a reduced
basis FE-HMM.

This paper is organized as follows. In Section 2, we briefly discuss the \( N + 1 \) scale ho-
omogenization problem. The FE-HMM for \( N + 1 \) scales is defined in Section 3. Existence,
uniqueness and a priori error analysis are presented in Section 4. The modeling error of the
FE-HMM for \( N + 1 \) scales is discussed in Section 5. Numerical experiments in Section 6 and
an appendix discussing results for the FEM with numerical quadrature conclude the paper.

2 Model problem and homogenization

We consider the model equation (1). Let \( \Omega \subset \mathbb{R}^d \) be a bounded polyhedron subset in \( \mathbb{R}^d \) and \( f \in L^2(\Omega) \). Assume that \( a^\varepsilon(x) \in L^\infty(\Omega)^{d \times d} \) is uniformly bounded and elliptic, i.e.,

\[
\lambda |\xi|^2 \leq a^\varepsilon \cdot \xi, \quad |a^\varepsilon \xi| \leq \Lambda |\xi|, \quad \forall \xi \in \mathbb{R}^d, \forall \varepsilon > 0, \quad (2)
\]

for a.e. \( x \in \Omega \). By Lax-Milgram theorem, there exists for all fixed \( \varepsilon > 0 \) a unique solution \( u^\varepsilon \) of
(1) which is bounded in \( H^1_0(\Omega) \) uniformly in \( \varepsilon \). Hence, by standard compactness argument, one
can show that there exists a subsequence of \( \{u^\varepsilon\} \) that converges weakly in \( H^1_0(\Omega) \). Invoking
\( H \) convergence [23] (or \( G \) convergence [13] for the symmetric case) on can show that there
exists a tensor \( a^0(x) \in L^\infty(\Omega)^{d \times d} \) that is again elliptic and bounded and a subsequence of
\( \{u^\varepsilon\} \) that weakly converges in \( H^1_0(\Omega) \) to \( u_0 \in H^1_0(\Omega) \) that is solution of the problem

\[
-\nabla \cdot (a^0 \nabla u^0) = f \text{ in } \Omega, \quad u^0 = 0 \text{ on } \partial \Omega. \quad (3)
\]

However in the general case, the limit tensor \( a^0 \) is difficult to characterize and might not be
unique. If one assumes that

\[
a^\varepsilon = a(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_N}) = a(x, y_1, \ldots, y_N) \in L^\infty(\Omega, C(\mathbb{R}^{dN}))^{d \times d}, \quad (4)
\]

that

\( a \) is periodic with respect to \( y_s \) with period \( Y = [0, 1]^d \) for each \( s = 1, \ldots, N \),

(5)

and that \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N \) are \( N \) positive functions \( \varepsilon_s(\varepsilon) \) that converge to 0 when \( \varepsilon \to 0 \) and are
well-separated

\[
\lim_{\varepsilon \to 0} \frac{\varepsilon_{s+1}(\varepsilon)}{\varepsilon_s(\varepsilon)} = 0 \text{ for } s = 1, \ldots, N - 1, \quad (6)
\]
then as proved in [9], then the whole sequence \( \{u^\varepsilon\} \) weakly converges in \( H_0^1(\Omega) \) and the homogenized solution and homogenized tensor, \( u^0, a^0 \), respectively, are unique. Furthermore, \( a^0(x) \) can be obtained by an inductive homogenization formula by computing a cascade of periodic micro functions and related homogenized tensors at the successive mesoscales (see [9, Corollary 2.12]). The FE-HMM for \( N + 1 \) scales will be defined for a general tensor assuming (2),(4) and (6). For a full characterization of the fine scale successive numerical errors we will in addition use (5). Finally assuming the periodicity of the tensor \( a^\varepsilon(x) \) facilitates the analysis and will also be assumed here. We however note that this assumption could be removed at the cost of introducing dual problems to recover optimal convergence rates for the macro and micro scales (see [14] and [7, Lemma 4.6]).

3 FE-HMM for \( N + 1 \) scale problems

In this section, we extend and analyse the FE-HMM discussed in [17, 1, 3] (for two-scale problems) to \( N + 1 \) scale problems.

The main idea is to apply a macro FEM to (3) and introduce mesoscopic FEMs on meso sampling domains to solve the meso cell problems recursively (recovering the missing data for the scale \( s \) by cell problems at appropriate quadrature points at scale \( s + 1 \) until the scale \( N \) is reached where we use the given oscillatory data) in order to recover the unknown data in the macro solver (we emphasize that \( a^0 \) is unknown in general). This is illustrated in Fig. 1 for the three scale FE-HMM.
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Figure 1: Illustration for the three scale FE-HMM

The FE-HMM is based on a macro finite element (FE) space

\[
S_0^0(\Omega, T_H) = \{v^H \in H_0^1(\Omega); \quad v^H|_K \in \mathcal{R}^\ell(K), \quad \forall K \in T_H\},
\]

where \( T_H \) is a family of (macro) partition of \( \Omega \) in simplicial or rectangular (parallelogram) elements \( K \) of diameter \( H_K \), and \( \mathcal{R}^\ell(K) \) is the space \( \mathcal{P}^\ell(K) \) of polynomials on \( K \) of total
We note that the degree at most $\ell$ if $K$ is a simplicial FE, or the space $Q^\ell(K)$ of polynomials on $K$ of degree at most $\ell$ in each variable if $K$ is a rectangular (parallelogram) FE. For a given macro partition, we define as usual $H := \max_{K \in \mathcal{T}_H} H_K$ and assume that the family of triangulation $\mathcal{T}_H$ is shape regular and satisfies the quasi-uniform assumption $\frac{\lambda}{H_K} \leq C$ for all $K \in \mathcal{T}_H$ and all $\mathcal{T}_H$. We note that $H$ in our discretization is allowed to be much larger than $\varepsilon_1$.

We define a quadrature formula (QF) $\{\tilde{x}_j, \tilde{\omega}_j\}_{j=1}^J$ on a reference element $\hat{K}$. We make the following assumptions on the quadrature formula, see [11]

$$(Q1) \quad \tilde{\omega}_j > 0, \quad j = 1, \ldots, J, \quad \sum_{j=1}^J \tilde{\omega}_j |\nabla \tilde{p}(\tilde{x}_j)|^2 \geq \tilde{\lambda} \|\nabla \tilde{p}\|_{L^2(\hat{K})}^2, \quad \forall \tilde{p}(\tilde{x}) \in \mathcal{R}^r(\hat{K}), \quad \text{with } \tilde{\lambda} > 0;$$

$$(Q2) \quad \int_{\hat{K}} \tilde{p}(\tilde{x}) d\tilde{x} = \sum_{j \in J} \tilde{\omega}_j \tilde{p}(\tilde{x}_j), \quad \forall \tilde{p}(\tilde{x}) \in \mathcal{R}^r(\hat{K}).$$

Each choice of $(J, r, \sigma)$ gives us a different QF which we will specify later when defining the FEMs for the meso and micro cell problems.

For a given $J_1 \in \mathbb{N}$ and a given QF $\{\tilde{x}_j, \tilde{\omega}_j\}_{j=1}^{J_1} (J = J_1)$, define the quadrature nodes on each macro element $K \in \mathcal{T}_H$ by the affine map $x_{K,j_1} = F_K(\tilde{x}_{j_1})$, $j_1 = 1, \cdots, J_1$ and corresponding quadrature weights $\omega_{K,j_1} = |K| \tilde{\omega}_{j_1}$.

We define the first meso scale sampling domains $\delta_{K,j_1}$ around each $x_{K,j_1}$ by

$$\delta_{K,j_1} = x_{K,j_1} + (-\delta_1/2, \delta_1/2)^d, \quad \text{with } \delta_1 \geq \varepsilon_1.$$ 

We then consider a partition $\mathcal{T}_{K,j_1}$ of $\delta_{K,j_1}$ with elements $T_{K,j_1}$ of size $h_1$. Likewise, we define recursively a sequence of sampling domains

$$\delta_{K,j_1,\cdots,j_s} = x_{K,j_1,\cdots,j_s} + (-\delta_s/2, \delta_s/2)^d, \quad \text{with } \delta_s \geq \varepsilon_s, \quad s = 1, \cdots, N,$$

where $x_{K,j_1,\cdots,j_s}$ are the quadrature nodes on the element $T_{K,j_1,\cdots,j_{s-1}} \subset \mathcal{T}_{K,j_1,\cdots,j_s}$ and $T_{K,j_1,\cdots,j_{s-1}}$ is a partition of $\delta_{K,j_1,\cdots,j_s}$. Here the quadrature nodes are defined through an affine map

$$x_{K,j_1,\cdots,j_s} = F_{K,j_1,\cdots,j_s}(\tilde{x}_{j_s}), \quad j_s = 1, \cdots, J_s$$

from the reference quadrature nodes $\{\tilde{x}_j\}_{j=1}^{J_1}$ on $\hat{K}$ ($J = J_s$).

Now we define on scale $s$ an FE space $S^q_s(\delta_{K,j_1,\cdots,j_s}, T_{K,j_1,\cdots,j_s}) \subset W(\delta_{K,j_1,\cdots,j_s})$ with simplicial or rectangular FEs and piecewise polynomials of degree $q_s$, where $s = 1, \cdots, N$. The space $W(\delta_{K,j_1,\cdots,j_s})$ is the Sobolev space

$$W(\delta_{K,j_1,\cdots,j_s}) = W^1_{\text{per}}(\delta_{K,j_1,\cdots,j_s}) = \{ z \in H^1_{\text{per}}(\delta_{K,j_1,\cdots,j_s}); \int_{\delta_{K,j_1,\cdots,j_s}} z dx = 0 \}$$

for a periodic coupling, where $H^1_{\text{per}}(\delta_{K,j_1,\cdots,j_s}) := \{ g \in H^1(\delta_{K,j_1,\cdots,j_s}); g \text{ periodic in } \delta_{K,j_1,\cdots,j_s} \}$, or

$$W(\delta_{K,j_1,\cdots,j_s}) = H^1_0(\delta_{K,j_1,\cdots,j_s})$$

for a coupling with Dirichlet boundary conditions.

We next introduce meso and micro problems to recover an approximation of the unknown data $a^0(x)$ at suitable quadrature macro nodes.

**Meso and micro problems.** Assuming $a^0_{K,j_1,\cdots,j_s}(x_{K,j_1,\cdots,j_s})$ is given, associated to each sampling domain $\delta_{K,j_1,\cdots,j_s}$, $s = 1, \cdots, N - 1$, $1 \leq j_m \leq J_m$, $m \leq s$, we define an effective
numerical tensor $a^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s})$ on the quadrature nodes $x_{K,j_1,\ldots,j_s}$ by

$$
a^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s}) = \frac{1}{|\delta_{K,j_1,\ldots,j_s}|} \sum_{T_{K,j_1,\ldots,j_s} \in T_{K,j_1,\ldots,j_s}} \sum_{j_{s+1}=1}^{J+1} \omega_{K,j_1,\ldots,j_{s+1}} \cdot a^K_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) (I + J^H_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}})),
$$

(9)

where $J^h_{\chi_{K,j_1,\ldots,j_s}(x)}$ is a $d \times d$ Jacobian matrix with entries $(J^h_{\chi_{K,j_1,\ldots,j_s}(x)})_{ik} = \partial_k (\chi_{K,j_1,\ldots,j_s}(x))$ $(\partial_k := \partial/\partial x_k)$ and $|\delta_{K,j_1,\ldots,j_s}|$ denotes the measure of the sampling domain $\delta_{K,j_1,\ldots,j_s}$. Here we denote by $\chi^{i,h}_{K,j_1,\ldots,j_s}(x) \in S^h(\delta_{K,j_1,\ldots,j_s}, T_{K,j_1,\ldots,j_s})$ the solution of the following cell problem

$$(\textbf{PS}) \sum_{T_{K,j_1,\ldots,j_s} \in T_{K,j_1,\ldots,j_s}} \sum_{j_{s+1}=1}^{J+1} \omega_{K,j_1,\ldots,j_{s+1}} a^K_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) \left( \nabla \chi^{i,h}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) \right) + e_i \cdot \nabla z^h = 0 \quad \forall z^h \in S^h(\delta_{K,j_1,\ldots,j_s}, T_{K,j_1,\ldots,j_s}),$$

where $e_i, i = 1, \ldots, d$ denote the canonical basis of $\mathbb{R}^d$. We note that (PS) is defined recursively as the data $a^K_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}})$ depends on $a^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s})$, see (9). The last level of the recursion is obtained by solving the micro problems on scale $N$, where we use the available microscopic data from (1).

The cell solution $\chi^{i,h}_{K,j_1,\ldots,j_s}(x) \in S^N(\delta_{K,j_1,\ldots,j_N}, T_{h,N})$ on scale $N$ satisfies

$$(\textbf{PN}) \int_{\delta_{K,j_1,\ldots,j_N}} a^\varepsilon(x) (\nabla \chi^{i,h}_{K,j_1,\ldots,j_N} + e_i) \cdot \nabla z^h dx = 0 \quad \forall z^h \in S^h(\delta_{K,j_1,\ldots,j_N}, T_{h,N}).$$

The tensor $a^{N-1}_{K,j_1,\ldots,j_N-1}(x_{K,j_1,\ldots,j_N})$ can be estimated as

$$a^{N-1}_{K,j_1,\ldots,j_N-1}(x_{K,j_1,\ldots,j_N}) = \frac{1}{|\delta_{K,j_1,\ldots,j_N}|} \int_{\delta_{K,j_1,\ldots,j_N}} a^\varepsilon(x) (I + J^H_{\chi^{i,h}_{K,j_1,\ldots,j_N}(x)}(x)) dx,$$

(10)

where $(J^H_{\chi^{i,h}_{K,j_1,\ldots,j_N}(x)})_{ik} = \partial_k (\chi^{i,h}_{K,j_1,\ldots,j_N}(x))$. We observe that the symmetry of $a^\varepsilon$ implies the symmetry of $a^{N-1}_{K,j_1,\ldots,j_N-1}(x_{K,j_1,\ldots,j_N})$ and iteratively the symmetry of $a^s_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}})$ ($s = 0, \ldots, N - 1$).

**Macro problem.** The macro problem for the FE-HMM is defined as follows: find $u^H \in S^f_0(\Omega, T_H)$ such that

$$(\textbf{P0}) \quad B_H(u^H, v^H) = \int_{\Omega} f v^H dx \quad \forall v^H \in S^f_0(\Omega, T_H),$$

where

$$B_H(u^H, v^H) = \sum_{J \in T_H} \sum_{j_1=1}^{J_1} \omega_{K,j_1} a^0_K(x_{K,j_1}) \nabla u^H(x_{K,j_1}) \cdot \nabla v^H(x_{K,j_1}),$$

(11)

It will be proved in Section 4.3 that each of the problems (PS) has a unique solution.
Proof. We first show the upper bound of $C$, and $\|\cdot\|_\infty$. Our aim is to obtain the a priori errors $1). We emphasize that the symmetry of $J$.

Assume that the multiscale tensor $\varepsilon$ is symmetric, uniformly elliptic and bounded, i.e. (2) holds, then for any microscopic solution $\chi_{K,j_1,\cdots,j_N}^{i,h_N}$ of problem (PS), we have

$$\sqrt{|\delta_{K,j_1,\cdots,j_N}|} \leq \|e_i + \nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N}\|_{L^2(\Omega)} \leq C \sqrt{|\delta_{K,j_1,\cdots,j_N}|}. \quad (13)$$

Furthermore, we have

$$a_{K,j_1,\cdots,j_N}^{N-1}(x_{K,j_1,\cdots,j_N}) \xi \cdot \xi \geq \lambda |\xi|^2, \quad |a_{K,j_1,\cdots,j_N}^{N-1}(x_{K,j_1,\cdots,j_N})| \xi| \leq \tilde{C}|\xi|, \forall \xi \in \mathbb{R}^d. \quad (14)$$

where constants $C, \tilde{C} > 1$ depend on $\lambda, \Lambda$ and $d$.

Proof. We first show the upper bound of $\|e_i + \nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N}(x)\|_{L^2(\delta_{K,j_1,\cdots,j_N})}$. Using the symmetry of $a^\varepsilon(x)$ and (PN), we can equivalently write (10) as follows

$$a_{K,j_1,\cdots,j_N}^{N-1}(x_{K,j_1,\cdots,j_N})e_i \cdot e_k = \frac{1}{|\delta_{K,j_1,\cdots,j_N}|} \int_{\delta_{K,j_1,\cdots,j_N}} a^\varepsilon(x)(\nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} + e_i) \cdot (\nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} + e_k)dx \quad (15)$$

which also can be written in matrix form as

$$a_{K,j_1,\cdots,j_N}^{N-1}(x_{K,j_1,\cdots,j_N}) = \frac{1}{|\delta_{K,j_1,\cdots,j_N}|} \int_{\delta_{K,j_1,\cdots,j_N}} a^\varepsilon(x)(I + J_T^{h_N})_{\chi_{K,j_1,\cdots,j_N}}(x) : (I + J_T^{h_N})_{\chi_{K,j_1,\cdots,j_N}}(x)dx. \quad (16)$$

Using the ellipticity of $a^\varepsilon(x)$ and (15), we have

$$\lambda \|e_i + \nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N}(x)\|_{L^2(\delta_{K,j_1,\cdots,j_N})}^2 \leq \int_{\delta_{K,j_1,\cdots,j_N}} a^\varepsilon(x)(\nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} + e_i) \cdot (\nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} + e_i)dx$$

$$= \int_{\delta_{K,j_1,\cdots,j_N}} a^\varepsilon(x)e_i \cdot e_i - a^\varepsilon(x)\nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} : \nabla \chi_{K,j_1,\cdots,j_N}^{i,h_N} dx$$

$$\leq \Lambda |\delta_{K,j_1,\cdots,j_N}|.$$
Therefore we obtain the upper bound. The lower bound is straightforward from the following equality which can be shown by using integration by part and the boundary conditions of the cell problems

\[
\| e_i + \nabla \chi^{i,h_N}_{K,j_1,\ldots,j_N}(x) \|_{L^2(\delta_{K,j_1,\ldots,j_N})}^2 = | \delta_{K,j_1,\ldots,j_N} | + \| \nabla \chi^{i,h_N}_{K,j_1,\ldots,j_N}(x) \|_{L^2(\delta_{K,j_1,\ldots,j_N})}^2.
\]

We next show the ellipticity of tensor \( a_{K,j_1,\ldots,j_{N-1}}^{N-1}(x_{K,j_1,\ldots,j_N}) \). Using (16) and the symmetry of \( a^s(x) \), we obtain

\[
a_{K,j_1,\ldots,j_{N-1}}^{N-1}(x_{K,j_1,\ldots,j_N}) \xi \cdot \xi = \frac{1}{| \delta_{K,j_1,\ldots,j_N} |} \int_{K,j_1,\ldots,j_N} a^s(x)((I + J_{K,j_1,\ldots,j_N}^e(x)) \xi) \cdot ((I + J_{K,j_1,\ldots,j_N}^e(x)) \xi) \, dx
\]

\[
\geq \frac{\lambda}{| \delta_{K,j_1,\ldots,j_N} |} \int_{K,j_1,\ldots,j_N} (J_{K,j_1,\ldots,j_N}^e(x)) \xi \cdot (J_{K,j_1,\ldots,j_N}^e(x) \xi) \, dx
\]

\[
= \lambda | \xi |^2 + \frac{\lambda}{| \delta_{K,j_1,\ldots,j_N} |} \int_{K,j_1,\ldots,j_N} (J_{K,j_1,\ldots,j_N}^e(x)) \xi \cdot (J_{K,j_1,\ldots,j_N}^e(x) \xi) \, dx
\]

\[
\geq \lambda | \xi |^2.
\]

The second inequality of (14) can be obtained by using (13).

\[\square\]

**Lemma 4.2.** Assume that the hypothesis of Lemma (4.1) holds. Furthermore for each scale \( s \) \((s = 0, \ldots, N-1)\), we assume that the QF is chosen such that (Q1) (Q2) hold for \( r = q_s \) and \( \sigma = \max(2q_s - 2, q_s) \) if \( T_{K,j_1,\ldots,j_s} \) are simplicial FEs, or \( \sigma = \max(2q_s - 1, q_s + 1) \) if \( T_{K,j_1,\ldots,j_s} \) are rectangular (parallelogram) elements. Then we have

\[
\sqrt{\operatorname{det} K_{j_1,\ldots,j_s}} \leq \| e_i + \nabla \chi^{i,h_s}_{K,j_1,\ldots,j_s} \|_{L^2(\delta_{K,j_1,\ldots,j_s})} \leq C \sqrt{\operatorname{det} K_{j_1,\ldots,j_s}}.
\]

Moreover for \( s = 1, \ldots, N-1 \), we have

\[
a_s^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s}) \xi \cdot \xi \geq \lambda | \xi |^2, \quad \left| a_s^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s}) \xi \right| \leq \tilde{C} | \xi |, \quad \forall \xi \in \mathbb{R}^d,
\]

for any quadrature points \( x_{K,j_1,\ldots,j_s} \) used on the scale \( s-1 \) and \( C, \tilde{C} > 0 \) depend on \( \lambda, \Lambda, d, s, N \). In particular, for \( s = 1 \) we have

\[
a_0^0(x_{K,j_1}) \xi \cdot \xi \geq \lambda | \xi |^2, \quad \left| a_0^0(x_{K,j_1}) \xi \right| \leq \tilde{C} | \xi |, \quad \forall \xi \in \mathbb{R}^d.
\]

**Proof.** The inequality (17) and (18) need to be proved recursively. We assume that (18) holds for \( a_s^{s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) \) and first we prove (17), based on which we then prove (18) holding for \( a_s^{s-1}_{K,j_1,\ldots,j_{s-1}}(x_{K,j_1,\ldots,j_s}) \). We observe that the lower bound of \( \| e_i + \nabla \chi^{i,h_s}_{K,j_1,\ldots,j_s}(x) \|_{L^2(\delta_{K,j_1,\ldots,j_s})} \) can be derived similarly to the corresponding steps in Lemma 4.1. For the upper bound, using assumption (Q1), we can write

\[
\lambda \| \nabla \chi^{i,h_s}_{K,j_1,\ldots,j_s}(x) + e_i \|_{L^2(\delta_{K,j_1,\ldots,j_s})}^2 \leq \sum_{T_{K,j_1,\ldots,j_s} \in T_{K,j_1,\ldots,j_{s+1}}} \sum_{j_{s+1} = 1}^{J_{s+1}} \omega_{K,j_1,\ldots,j_{s+1}} \cdot
\]

\[
a_s^{s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) \nabla \chi^{i,h_s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) + e_i \cdot \nabla \chi^{i,h_s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_{s+1}}) + e_i \leq C | \delta_{K,j_1,\ldots,j_s} |.
\]
where the last inequality is obtained following the steps of the proof for the upper bound in (13).

In what follows we only prove the first inequality of (18) (the second inequality can be simply obtained by using the upper bound in inequality (17)). We consider the definition of $a^{s-1}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_s})$ in (9) and using (PS), the symmetry of $a^{s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_s})$ and assumption (Q2) we have

$$a^{s-1}_{K,j_1,\ldots,j_s-1}(x_{K,j_1,\ldots,j_s}) \xi \cdot \xi$$

$$= \frac{1}{[\delta_{K,j_1,\ldots,j_s}]} \sum_{T_{K,j_1,\ldots,j_s} \in \mathcal{T}_{K,j_1,\ldots,j_s}} \sum_{s+1}^{j_s+1} \omega_{K,j_1,\ldots,j_s+1} \cdot$$

$$a^{s}_{K,j_1,\ldots,j_s}(x_{K,j_1,\ldots,j_s+1})((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}) \xi) \cdot ((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}) \xi)$$

$$\geq \lambda \frac{1}{[\delta_{K,j_1,\ldots,j_s}]} \sum_{T_{K,j_1,\ldots,j_s} \in \mathcal{T}_{K,j_1,\ldots,j_s}} \sum_{s+1}^{j_s+1} \omega_{K,j_1,\ldots,j_s+1} \cdot$$

$$((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}) \xi) \cdot ((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}) \xi)$$

$$\geq \lambda |\xi|^2 + \lambda \frac{1}{[\delta_{K,j_1,\ldots,j_s}]} \int_{\delta_{K,j_1,\ldots,j_s}} ((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}(x)) \xi) \cdot ((I + J^T_{h_1}x_{K,j_1,\ldots,j_s}(x)) \xi) dx$$

$$\geq \lambda |\xi|^2.$$

We note that (19) can be similarly proved using the FE-HMM reformulation (12). \hfill \Box

With the help of Lemma 4.1 and 4.2, we obtain the existence and uniqueness of the numerical solution $u^H$ of problem (P0).

**Theorem 4.3.** Assume that the hypothesis of Lemma 4.1 and 4.2 holds, then all the cell problems (P0) for $s = 1, \ldots, N - 1$ and (P0) have unique solutions. Furthermore, problem (P0) also has a unique solution.

### 4.2 Error estimates for the $N + 1$ scale FE-HMM.

Assume $u^0$ is the exact homogenized solution of (3) and $a^0$ is the exact homogenized tensor. For the error analysis, we need to consider the quantity

$$r_{HMM} := \sup_{K \in \mathcal{T}_H, x_{K,j_1} \in \Omega} \| a^0(x_{K,j_1}) - a^0_K(x_{K,j_1}) \|_F, \tag{20}$$

where $a^0_K(x_{K,j_1})$ is defined in (12) and $\| \cdot \|_F$ is defined as $\| A \|_F = \sqrt{\text{trace}(A^T A)}$. It is also convenient to introduce the FEM with numerical quadrature for the (exact) homogenized problem (3): find $v^{0,H} \in S_0^d(\Omega, \mathcal{T}_H)$ such that

$$B_{0,H}(v^{0,H}, v^H) = \int_{\Omega} f v^H dx, \forall v^H \in S_0^d(\Omega, \mathcal{T}_H), \tag{21}$$

where $B_{0,H}(v^{0,H}, v^H)$ is the bilinear form associated with $v^{0,H}$ and $v^H$. The error estimate for problem (21) can be obtained as

$$\| v_v^H - v^{0,H} \|_{H^1(\Omega)} \leq C \| f \|_L^2(\Omega) \| v_v^H \|_{H^1(\Omega)}.$$
where

\[ B_{0,H}(v^H, w^H) := \sum_{K \in T_H} \sum_{j=1}^{J_K} \omega_{K,j} a^0(x_{K,j}) \nabla v^H(x_{K,j}) \cdot \nabla w^H(x_{K,j}) \, dx. \] (22)

We emphasize that as the homogenized tensor \( a^0(x) \) is unknown (and depends on \( N+1 \) scales) the equation (21) cannot be used in practice. It is nevertheless useful for the analysis of the FE-HMM.

**Theorem 4.4.** Assume that \((Q1),(Q2)\) hold for the macro QF with \( r = \ell \) and \( \sigma = \max(2\ell - 2, \ell) \) for simplicial macro elements or \( \sigma = \max(2\ell - 1, \ell) \) for rectangular macro elements. Assume that \( u^0 \in H^{\ell+1}(\Omega) \) and that either \( a^0(x) \in W^{\ell,\infty}(\Omega) \) for the \( H^1 \) norm estimate or \( a^0(x) \in W^{\ell+1,\infty}(\Omega) \) for the \( L^2 \) norm estimate. Then we have

\[ \|u^0 - u^H\|_{H^1(\Omega)} \leq C(H^\ell + r_{HMM}), \] (23)

\[ \|u^0 - u^H\|_{L^2(\Omega)} \leq C(H^{\ell+1} + r_{HMM}), \] (24)

where the constant \( C \) is independent of \( H, h, \epsilon \) where \( s = 1, \cdots, N \).

**Proof.** We first decompose the error term

\[ \|u^0 - u^H\| \leq \|u^0 - u^{0,H}\| + \|u^{0,H} - u^H\|, \] (25)

where \( \|\cdot\| \) stands for the \( H^1 \) norm or \( L^2 \) norm and \( u^{0,H} \) is the FE solution of (21). By the standard error analysis (see [12]) of FE method with numerical quadrature, the first term of (25) can be bounded by

\[ \|u^0 - u^{0,H}\| \leq C\|\cdot\|, \]

where \( p = \ell \) for \( H^1 \) norm and \( p = \ell + 1 \) for \( L^2 \) norm.

Furthermore, by the ellipticity of \( a^0_K \) (Lemma 4.2) and the bound \( \|\nabla u^{0,H}\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\Omega)} \), using the reformulation (11), we have

\[ \lambda\|\nabla u^{0,H} - \nabla u^H\|_{L^2(\Omega)}^2 \leq B_H(u^{0,H} - u^H, u^{0,H} - u^H) \]

\[ = B_H(u^{0,H}, u^{0,H} - u^H) - \int_{\Omega} f(u^{0,H} - u^H) \, dx \]

\[ = B_H(u^{0,H}, u^{0,H} - u^H) - B_{0,H}(u^{0,H}, u^{0,H} - u^H) \]

\[ \leq C \sup_{K \in T_H, x_{K,j} \in \Omega} \|a^0_K(x_{K,j}) - a^0_K(x_{K,j})\|_F \|\nabla u^{0,H} - \nabla u^H\|_{L^2(\Omega)}. \]

Therefore, we obtain

\[ \|\nabla u^{0,H} - \nabla u^H\|_{L^2(\Omega)} \leq C_{r_{HMM}}. \]

Using the last inequality and the Poincaré inequality gives the stated results. \( \square \)
5 Estimates for $r_{\text{HMM}}$

The quantity $r_{\text{HMM}}$ can be analyzed provided appropriate assumption on the tensor $a^\varepsilon$. The contribution to the term $r_{\text{HMM}}$ coming from the micro and meso discretization error can in principle be quantified assuming appropriate regularity of $a^\varepsilon$. As mentioned in the introduction, to avoid considerable technicality in proofs due to intricate notations, we will restrict to three scale problems and we will indicate the generalization our result to $N+1$ scale problems at the end of this section. We will denote our three scale tensor as $a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}) = a(x, y, z)$ where $y = \frac{x}{\varepsilon_1}, z = \frac{x}{\varepsilon_2}$ and we will assume periodicity at the meso and micro scales, i.e., assumption (5). For convenience we will denote the assumptions (4), (5) and (6) (for our three scale problem) as assumption (H1).

Under the assumption (H1), as mentioned in Section 2, homogenization results provide an explicit characterization of the tensor $a^\varepsilon(x, y)$ and periodicity with respect to $y$ can be proved. In turn, the exact macro homogenized tensor $a^0(x_{Kj1})$ at the macro quadrature point $x_{Kj1}$ can be computed as (here we require $\delta_1/\varepsilon_1 \in \mathbb{N}$)

$$a^0(x_{Kj1}) = \frac{1}{|\delta_{Kj1}|} \int_{\delta_{Kj1}} a^1(x_{Kj1}, \frac{x}{\varepsilon_1})(I + J^T_{\chi_{Kj1}}(x))dx,$$

(26)

where $(J^T_{\chi_{Kj1}}(x))_{ik} = \partial_k(\chi_{Kj1}^i(x))$ and $\chi_{Kj1}^i(x) \in W^1_{\text{per}}(\delta_{Kj1})$ is the solution of the meso cell problem

$$\int_{\delta_{Kj1}} a^1(x_{Kj1}, \frac{x}{\varepsilon_1})(\nabla \chi_{Kj1}^i(x) + e_i) \cdot \nabla z dx = 0, \; \forall z \in W^1_{\text{per}}(\delta_{Kj1}).$$

(27)

We can also formulate the mesoscopic homogenized tensor $a^1(x, \frac{x}{\varepsilon_1})$ on the couple of quadrature points $\{x_{Kj1}, x_{Kj1, j2}\}$ as (also assume $\delta_2/\varepsilon_2 \in \mathbb{N}$)

$$a^1(x_{Kj1}, \frac{x_{Kj1, j2}}{\varepsilon_1}) = \frac{1}{|\delta_{Kj1, j2}|} \int_{\delta_{Kj1, j2}} a(x_{Kj1}, \frac{x_{Kj1, j2}}{\varepsilon_1}, \frac{x}{\varepsilon_2})(I + J^T_{\chi_{Kj1, j2}}(x))dx,$$

(28)

where $(J^T_{\chi_{Kj1, j2}}(x))_{ik} = \partial_k(\chi_{Kj1, j2}^i(x))$ and $\chi_{Kj1, j2}^i(x) \in W^1_{\text{per}}(\delta_{Kj1, j2})$ is the solution of the following micro cell problem

$$\int_{\delta_{Kj1, j2}} a(x_{Kj1}, \frac{x_{Kj1, j2}}{\varepsilon_1}, \frac{x}{\varepsilon_2})(\nabla \chi_{Kj1, j2}^i(x) + e_i) \cdot \nabla z dx = 0, \; \forall z \in W^1_{\text{per}}(\delta_{Kj1, j2}).$$

(29)

As discussed in [4], appropriate regularity assumptions are required for the functions $\chi_{Kj1}^i$ and $\chi_{Kj1, j2}^i$ defined in (27) and (29), respectively. We assume (H2) for given positive integers $q_1, q_2$, the meso and micro cell solutions $\chi_{Kj1}^i$ and $\chi_{Kj1, j2}^i$ satisfy

$$|\chi_{Kj1}^i|_{H^{q_1+1}(\delta_{Kj1})} \leq C\varepsilon_1^{-q_1} \sqrt{|\delta_{Kj1}|}, \quad |\chi_{Kj1, j2}^i|_{H^{q_2+1}(\delta_{Kj1, j2})} \leq C\varepsilon_2^{-q_2} \sqrt{|\delta_{Kj1, j2}|}.$$  

Remark 5.1. Similarly to (17) and (13), one can show (without using (H2))

$$\|\nabla \chi_{Kj1}^i + e_i\|_{L^2(\delta_{Kj1})} \leq C\sqrt{|\delta_{Kj1}|}, \quad \|\nabla \chi_{Kj1, j2}^i + e_i\|_{L^2(\delta_{Kj1, j2})} \leq C\sqrt{|\delta_{Kj1, j2}|},$$  

(30)

where the constant $C$ only depends on $\lambda$ and $\Lambda$ introduced in (2).
In this subsection, we consider that the meso FE space $S^q_i(\delta_{K,j_1}, T_{K,j_1})$ and the micro FE space $S^q_r(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ are the subspace of $W_{per}(\delta_{K,j_1})$, $W_{per}(\delta_{K,j_1,j_2})$ respectively or of $H^1_0(\delta_{K,j_1})$, $H^1_0(\delta_{K,j_1,j_2})$ (see (7) and (8)). In order to distinguish the FE spaces with different boundary conditions, we denote the meso and micro FE spaces by $S^q_i(\delta_{K,j_1}, T_{K,j_1})$ and $S^q_r(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ for the Dirichlet boundary coupling and keep the notations $S^q_i(\delta_{K,j_1}, T_{K,j_1})$, $S^q_r(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ for periodic boundary coupling.

Before starting the analysis, we need to define several notations. Denote $\bar{\chi}^{i,h_1}_{K,j_1}(x)$ the solution of

$$
\sum_{T_{K,j_1} \in T_{K,j_1}, j_2=1}^{J_2} \omega_{K,j_1,j_2} a^1(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1})(\nabla \bar{\chi}^{i,h_1}_{K,j_1}(x_{K,j_1,j_2}) + e_1) \cdot \nabla z^{h_1} = 0, \quad (31)
$$

where $z^{h_1}$ is an arbitrary function in $S^q_i(\delta_{K,j_1}, T_{K,j_1})$ or $S^q_0(\delta_{K,j_1}, T_{K,j_1})$ correspondingly, and define the tensor $\bar{a}^0_K(x_{K,j_1})$ as

$$
\bar{a}^0_K(x_{K,j_1}) = \frac{1}{|\delta_{K,j_1}|} \sum_{T_{K,j_1} \in T_{K,j_1}, j_2=1}^{J_2} \omega_{K,j_1,j_2} a^1(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1})(I + J^T_{h_1} \bar{\chi}^{i,h_1}_{K,j_1}(x_{K,j_1,j_2})). \quad (32)
$$

Likewise, we consider $\bar{\chi}^{i,h_2}_{K,j_1,j_2}(x) \in S^q_r(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ or $S^q_0(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ be the solution of

$$
\int_{\delta_{K,j_1,j_2}} a(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}, \frac{x}{\varepsilon_2})(\nabla \bar{\chi}^{i,h_2}_{K,j_1,j_2}(x) + e_1) \cdot \nabla z^{h_2} dx = 0, \quad (33)
$$

and define

$$
\bar{a}^1_{K,j_1,j_2}(x_{K,j_1,j_2}) = \frac{1}{|\delta_{K,j_1,j_2}|} \int_{\delta_{K,j_1,j_2}} a(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}, \frac{x}{\varepsilon_2})(I + J^T_{h_2} \bar{\chi}^{i,h_2}_{K,j_1,j_2}(x)) dx. \quad (34)
$$

**Remark 5.2.** Using the uniform boundedness and ellipticity of the tensor $a(x, y, z)$ (part of the assumption in (H1)), one can show that $a^1(x, y, \bar{a}^0_{K,j_1}(x))$ are also elliptic and bounded. In turn, the boundedness and ellipticity of $a^0(x_{K,j_1}), \bar{a}^0_K(x_{K,j_1})$ can be established.

**Lemma 5.3.** Assume (H1), (H2) and that $a^s$ is symmetric, uniformly bounded and elliptic. Furthermore we consider the meso and micro FE spaces are $S^q_i(\delta_{K,j_1}, T_{K,j_1}), S^q_r(\delta_{K,j_1,j_2}, T_{K,j_1,j_2})$ and $\delta_1/\varepsilon_1 \in \mathbb{N}, \delta_2/\varepsilon_2 \in \mathbb{N}$. Then we have

$$
\|a^1(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}) - \bar{a}^0_{K,j_1}(x_{K,j_1,j_2})\|_F \leq C(\frac{h_2}{\varepsilon_2})^{2q_2}. \quad (35)
$$

In addition, we assume that $a^1(\cdot, y) \in W^{2,q_1}(Y)$ and that assumption (Q2) holds for the mesoscopic QF with $r = q_1$ and $\sigma = \max(2q_1 - 1, q_1)$ if $T_{K,j_1}$ are simplicial FEs, or $\sigma = \max(2q_1 - 1, q_1 + 1)$ if $T_{K,j_1}$ are rectangular (parallelogram) FEs. Then we can show

$$
\|a^0(x_{K,j_1}) - \bar{a}^0_K(x_{K,j_1})\|_F \leq C(\frac{h_1}{\varepsilon_1})^{2q_1}. \quad (36)
$$
Proof. The proof of (35) can be obtained by following the corresponding proof for two scale problems. The detail can be seen in [1, 3] and we skip this part here.

Next, we show (36). We define an auxiliary tensor

$$\hat{a}_K^0(x_{K,j,i})e_i \cdot e_k = \frac{1}{|\delta_{K,j,i}|} \int_{\delta_{K,j,i}} a^1(x_{K,j,i}, \frac{x}{\varepsilon_1}) (\nabla \chi_{K,j,i}^{i,1}(x) + e_i) \cdot (\nabla \chi_{K,j,i}^{k,1}(x) + e_k) dx.$$ 

Then we consider the decomposition

$$\|a^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i})\|_F \leq \|a^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i})\|_F + \|\hat{a}_K^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i})\|_F. \quad (37)$$

Using (27) and the symmetry of $a^1(x, y)$, we have

$$a^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i}) = \frac{1}{|\delta_{K,j,i}|} \int_{\delta_{K,j,i}} a^1(x_{K,j,i}, \frac{x}{\varepsilon_1}) (\nabla \chi_{K,j,i}^{i,1}(x) - \nabla \chi_{K,j,i}^{k,1}(x)) \cdot (\nabla \chi_{K,j,i}^{k,1}(x) + e_k) dx$$

Applying Cauchy-Schwarz inequality, the standard FE a priori error estimate for FEM with numerical quadrature gives $\|\nabla \chi_{K,j,i}^{i,1}(x) - \nabla \chi_{K,j,i}^{k,1}(x)\|_{L^2(\delta_{K,j,i})} \leq C h_{\varepsilon_1}^{1} \|\chi_{K,j,i}^{i,1}(x)\|_{H^{q+1}(\delta_{K,j,i})}$ and using assumption (H2), we obtain

$$\|a^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i})\|_F \leq C \left(\frac{h_{\varepsilon_1}}{\varepsilon_1}\right)^{2q_1}.$$

For the second term of (37), an application of Bramble-Hilbert theorem (see [10] and the appendix) using the regularity assumption $a^1(\cdot, y) \in W^{2q_1}(\gamma)$, the assumption (Q2) on mesoscopic QF and the assumption (H2) gives

$$\|\hat{a}_K^0(x_{K,j,i}) - \hat{a}_K^0(x_{K,j,i})\|_F \leq C \left(\frac{h_{\varepsilon_1}}{\varepsilon_1}\right)^{2q_1},$$

and the proof of (36) is complete. 

In order to address a corresponding lemma for Dirichlet boundary coupling, we first define $\chi_{K,j,i}^{i,1}(x) \in H^1_0(\delta_{K,j,i})$ the solution of (27) with test function in $H^1_0(\delta_{K,j,i})$ (note that for Dirichlet boundary coupling we neither assume $\delta_i/\varepsilon_1 \in \mathbb{N}$ nor $\delta_j/\varepsilon_2 \in \mathbb{N}$). Similarly we define $\chi_{K,j,i,j_2}^{i,2}(x) \in H^1_0(\delta_{K,j,i,j_2})$ the solution of (29) with test function in $H^1_0(\delta_{K,j,i,j_2})$.

Lemma 5.4. Let $W(\delta_{K,j,i}) = H^1_0(\delta_{K,j,i})$ and $W(\delta_{K,j,i,j_2}) = H^1_0(\delta_{K,j,i,j_2})$ for the meso and micro cell problems of the FE-HMM respectively where $\delta_i > \varepsilon_1$, $\delta_j > \varepsilon_2$. Assume (H1), (H2), and the mesoscopic QF satisfies (Q2) with $r = q_1$ and $\sigma = \max(2q_1 - 1, q_1)$ if $T_{K,j,i}$ are simplicial FEs, or $\sigma = \max(2q_1 - 1, q_1 + 1)$ if $T_{K,j,i}$ are rectangular (parallelogram) FEs elements. Further assume the following additional regularity assumption on the cell problems, (H3) for each meso and micro sampling domain $\delta_{K,j,i}$ and $\delta_{K,j,i,j_2}$, assume $\chi_{K,j,i}^{i,1}(x), \chi_{K,j,i}^{i,1}(x) \in$
\(W^{1,\infty}(\delta_{K,j})\) and \(\xi_{K,j_1,j_2}^{i_1} \cdot \chi_{\varepsilon K,j_1,j_2}^{i_2}(x), \chi_{K,j_1,j_2}^{i_1} \cdot \chi_{K,j_1,j_2}^{i_2}(x) \in W^{1,\infty}(\delta_{K,j_1,j_2}), i = 1, \cdots, d\), where \(\xi_{K,j_1}^{i_1}(x), \xi_{K,j_1,j_2}^{i_2}(x)\) are defined above and \(\chi_{K,j_1}^{i_1}(x), \chi_{K,j_1,j_2}^{i_2}(x)\) are defined in (27) and (29), respectively. Then we have

\[
\|a^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\|_F \leq C\left(\frac{h_1}{\varepsilon_1}\right)^{2q_1} + \frac{\varepsilon_1}{\delta_1}, \tag{38}
\]

\[
\|a^1(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}) - \tilde{a}_K^1(x_{K,j_1,j_2})\|_F \leq C\left(\frac{h_2}{\varepsilon_2}\right)^{2q_1} + \frac{\varepsilon_2}{\delta_2}. \tag{39}
\]

**Proof.** We only give the proof for (38) here as (39) can be proved similarly. Here we use the following expression for \(a^0(x_{K,j_1})\) (see (26)),

\[
a^0(x_{K,j_1}) = \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(I + J_{\chi_{K,j_1}}^T)(x)dx, \tag{40}
\]

where \(\varepsilon_{K,j_1}\) a meso sampling domain centered at \(x_{K,j_1}\) which covers the maximum number of \(\varepsilon_1\) period in each direction contained in the domain \(\delta_{K,j_1}\), i.e. \(|\varepsilon_{K,j_1}| = (N\varepsilon_1)^d, N \in \mathbb{N}\) (note that \(\delta_1/\varepsilon_1\) may not belong to \(\mathbb{N}\)). We define the following tensor based on the cell functions \(\xi_{K,j_1}^{i_1}(x)\) defined above and further decompose

\[
\|a^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\|_F \leq \|a^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\|_F + \|\tilde{a}_K^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\|_F, \tag{42}
\]

where \(\tilde{a}_K^0(x_{K,j_1})\) is defined in (32). Similarly to the proof of Lemma 5.3, one can deduce that the second term of (42) can be bounded as

\[
\|\tilde{a}_K^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\|_F \leq C\left(\frac{h_1}{\varepsilon_1}\right)^{2q_1}. \tag{43}
\]

For the first term of (42), one needs to apply a boundary corrector technique to obtain the error due to the nonconformity of the boundary condition of the cell problem. This has first been studied in [17] for the FE-HMM. We give here a short proof for completeness. We first write

\[
\begin{align*}
|\langle a^0(x_{K,j_1}) - \tilde{a}_K^0(x_{K,j_1})\rangle &\cdot e_i \cdot e_k | \\
&\leq \left| \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla \chi_{K,j_1}^{i_1}(x) + e_i) \cdot (\nabla \xi_{K,j_1}^{i_1}(x) + e_k)dx - \tilde{a}_K^0(x_{K,j_1})e_i \cdot e_k \right| \\
&\quad + |a^0(x_{K,j_1})e_i \cdot e_k - \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla \chi_{K,j_1}^{i_1}(x) + e_i) \cdot (\nabla \xi_{K,j_1}^{i_1}(x) + e_k)dx | \\
&:= I + II.
\end{align*}
\]

Let \(\Gamma_{K,j_1} = \delta_{K,j_1} \setminus \varepsilon_{K,j_1}\) be the boundary layer where \(|\Gamma_{K,j_1}| = C\delta_1^{d-1}\varepsilon_1\) and \(\frac{|\Gamma_{K,j_1}|}{|\delta_{K,j_1}|} \leq C\varepsilon_1/\delta_1\). By assumption (H3), one can derive

\[
\begin{align*}
\|\nabla \chi_{K,j_1}^{i_1}(x) + e_i\|_{L^2(\Gamma_{K,j_1})} &\leq C\sqrt{|\Gamma_{K,j_1}|}, \quad \|\nabla \xi_{K,j_1}^{i_1}(x) + e_k\|_{L^2(\Gamma_{K,j_1})} \leq C\sqrt{|\Gamma_{K,j_1}|}. \tag{44}
\end{align*}
\]
We next define function $\rho^K_{j_1} \in C^\infty(\delta_{K,j_1})$; $0 \leq \rho^K_{j_1} \leq 1$ with the following properties

$$\rho^K_{j_1}(x) = \begin{cases} 1 & \text{dist}(x, \partial\delta_{K,j_1}) > 2\varepsilon, \\ 0 & \text{dist}(x, \partial\delta_{K,j_1}) < \varepsilon \\ \end{cases}$$

and $\varepsilon_1 \|\nabla\rho^K_{j_1}\|_{L^\infty(\delta_{K,j_1})} \leq C$ where $C$ is independent of $\varepsilon_1$.

We then introduce the boundary corrector $\theta^K_{j_1} := \hat{\chi}_{K,j_1} - \chi^K_{j_1}$ which satisfies $\theta^K_{j_1} + (1 - \rho^K_{j_1})\chi^K_{j_1} \in H^1_0(\delta_{K,j_1})$. Thus, by noticing that

$$\mathbf{a}^0(x_{K,j_1}) \mathbf{e}_i \cdot \mathbf{e}_k = \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\delta^K_{j_1}(x) + \mathbf{e}_k) \cdot (\xi^K_{j_1}(x) + \mathbf{e}_k) dx,$$

we have

$$I \leq \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})\nabla(\theta^K_{j_1} + \chi^K_{j_1}(1 - \rho^K_{j_1})) \cdot (\nabla\xi^K_{j_1} + \mathbf{e}_k) dx

+ \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla\chi^K_{j_1}(1 - \rho^K_{j_1})) \cdot (\nabla\xi^K_{j_1} + \mathbf{e}_k) dx\right).$$

The first term on the right-hand side of the above inequality above vanishes since $\theta^K_{j_1} + \chi^K_{j_1}(1 - \rho^K_{j_1}) \in H^1_0(\delta_{K,j_1})$, $a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})$ is symmetric and $\kappa^K_{j_1}$ is the solution of (27) in $H^1_0(\delta_{K,j_1})$. Then we have

$$I \leq \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla\chi^K_{j_1}(1 - \rho^K_{j_1})) \cdot (\nabla\xi^K_{j_1} + \mathbf{e}_k) dx

+ \frac{1}{|\delta_{K,j_1}|} \int_{\delta_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\chi^K_{j_1} \nabla\rho^K_{j_1}) \cdot (\nabla\xi^K_{j_1} + \mathbf{e}_k) dx\right).$$

$$\leq C \frac{1}{|\delta_{K,j_1}|} \|\nabla\chi^K_{j_1} + \mathbf{e}_k\|_{L^2(\Gamma_{K,j_1})} \left(\|\nabla\chi^K_{j_1} + \mathbf{e}_k\|_{L^2(\Gamma_{K,j_1})} + \frac{1}{\varepsilon_1} \|\chi^K_{j_1}\|_{L^2(\Gamma_{K,j_1})}\right)

\leq C \frac{\varepsilon_1}{\delta_1},$$

where the last inequality is obtained by (44) and the fact that $\chi^K_{j_1}(x) = \varepsilon_1 \hat{\chi}_{K,j_1}(\frac{x}{\varepsilon_1})$ where $\hat{\chi}_{K,j_1}(y)$ is the solution of (27) on the reference meso cell $Y$ obtained by the affine mapping from $\delta_{K,j_1}$ to $Y$ (observe that $\|\hat{\chi}_{K,j_1}\|_{L^2(Y)} \leq C$).

For term $II$, we have

$$II \leq \frac{|\delta_{K,j_1}| - |\varepsilon_{K,j_1}|}{|\delta_{K,j_1}|} \frac{1}{|\varepsilon_{K,j_1}|} \int_{\varepsilon_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla\chi^K_{j_1}(x) + \mathbf{e}_k) \cdot \nabla\kappa^K_{j_1} dx

+ \frac{1}{|\delta_{K,j_1}|} \int_{\Gamma_{K,j_1}} a^1(x_{K,j_1}, \frac{x}{\varepsilon_1})(\nabla\chi^K_{j_1}(x) + \mathbf{e}_k) \cdot (\nabla\kappa^K_{j_1}(x) + \mathbf{e}_k) dx\right).

:= (a) + (b).$$

Finally we have

$$a) \quad C \frac{|\delta_{K,j_1}| - |\varepsilon_{K,j_1}|}{|\delta_{K,j_1}|} \frac{1}{|\varepsilon_{K,j_1}|} \|\nabla\chi^K_{j_1} + \mathbf{e}_k\|_{L^2(\varepsilon_{K,j_1})} \|\nabla\kappa^K_{j_1}\|_{L^2(\varepsilon_{K,j_1})} \leq C \frac{\varepsilon_1}{\delta_1},$$

$$b) \quad C \frac{1}{|\delta_{K,j_1}|} \|\Gamma_{K,j_1}\| \leq C \frac{\varepsilon_1}{\delta_1}. $$

Therefore, we have shown $\|a^0(x_{K,j_1}) - \mathbf{a}^0(x_{K,j_1})\|_F \leq C \frac{\varepsilon_1}{\delta_1}$. □
Lemma 5.6. Assume (H1), (H2) and that the mesoscopic QF satisfies assumption (Q2) with \( r = q_1 \) and \( \sigma = \max(2q_1 - 1, q_1) \) if \( T_{K,j} \) are simplicial FEs, or \( \sigma = \max(2q_1 - 1, q_1 + 1) \) if \( T_{K,j} \) are rectangular (parallelogram) FEs. Assume that \( a^\varepsilon \) is symmetric, uniformly bounded and elliptic. Further assume that \( a(x, y, z) \) is Lipschitz continuous on \( \Omega \times \bar{Y} \times \bar{Z} \). Then

\[
 r_{HMM} \leq C \left( \left( \frac{h_1}{\varepsilon_1} \right)^{2q_1} + \left( \frac{h_2}{\varepsilon_2} \right)^{2q_2} + r_{MOD} \right),
\]

where \( r_{MOD} \) stands for the HMM modeling error which is estimated as follows.

- If \( W(\delta_{K,j_1}) = W_{per}^1(\delta_{K,j_1}) \) and \( W(\delta_{K,j_1,j_2}) = W_{per}^1(\delta_{K,j_1,j_2}) \) with \( \delta_1/\varepsilon_1 \in \mathbb{N} \), \( \delta_2/\varepsilon_2 \in \mathbb{N} \), then

\[
 r_{MOD} \leq C(\delta_1 + \frac{\delta_2}{\varepsilon_1}).
\]

If in addition, the tensor \( a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \) in the micro cell problem (PN) for \( N = 2 \) is collocated at the couple of quadrature points \( \{x_{K,j_1}, x_{K,j_1,j_2}\} \) i.e. \( a(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \), then

\[
 r_{MOD} = 0.
\]

- If \( W(\delta_{K,j_1}) = H_0^1(\delta_{K,j_1}) \) and \( W(\delta_{K,j_1,j_2}) = H_0^1(\delta_{K,j_1,j_2}) \) with \( \delta_1 > \varepsilon_1 \), \( \delta_2 > \varepsilon_2 \) and assume (H3) holds then

\[
 r_{MOD} \leq C \left( \frac{\delta_1}{\varepsilon_1} + \frac{\delta_2}{\varepsilon_1} + \frac{\varepsilon_2}{\delta_2} \right).
\]

If in addition, the tensor \( a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \) in the micro cell problem (PN) for \( N = 2 \) is collocated at the couple of quadrature points \( \{x_{K,j_1}, x_{K,j_1,j_2}\} \) i.e. \( a(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \), then

\[
 r_{MOD} \leq C \left( \frac{\varepsilon_1}{\delta_1} + \frac{\varepsilon_2}{\delta_2} \right).
\]

We will use the following lemma in the proof of Theorem 5.5.

Lemma 5.6. Assume (H2) holds, then we have the following upper bounds for \( \chi_{K,j_1}^{i,h_1} \) (defined in (31)) and \( \chi_{K,j_1,j_2}^{i,h_2} \) (defined in (33))

\[
 \| \nabla \chi_{K,j_1}^{i,h_1} + e_i \|_{L^2(\delta_{K,j_1})} \leq C \sqrt{\| \delta_{K,j_1} \|},
\]

\[
 \| \nabla \chi_{K,j_1,j_2}^{i,h_2} + e_i \|_{L^2(\delta_{K,j_1,j_2})} \leq C \sqrt{\| \delta_{K,j_1,j_2} \|},
\]

where the constant \( C \) in (51) and (52) are independent of \( H, h_1, h_2, \varepsilon_1, \varepsilon_2 \).

The proof of this lemma follows the proves of Lemma 4.1 and Lemma 4.2, respectively for (52) and (51), by using the ellipticity of \( a^\varepsilon = a(x, y, z) \) (see assumption (H1)).

As a preparation for the proof of the main theorem, we define \( \tilde{a}_K^0(x_{K,j_1}) \) as

\[
 (\tilde{a}_K^0(x_{K,j_1}))e_i \cdot e_k = \frac{1}{|\delta_{K,j_1}|} \sum_{T_{K,j_1} \in T_{K,j_1,j_2}} \sum_{j_2=1}^{J_2} \omega_{K,j_1,j_2} \tilde{a}_K^1(x_{K,j_1,j_2})(\nabla \chi_{K,j_1}^{i,h_1}(x_{K,j_1,j_2}) + e_i) \cdot e_k,
\]
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where $\tilde{\chi}_{K,j_1}^{i,h_1} \in S^n(\delta_{K,j_1}, T_{K,j_1})$ (or $S^n_0(\delta_{K,j_1}, T_{K,j_1})$) where $i = 1, \ldots, d$ satisfies that for $\forall \xi^{h_1} \in S^n(\delta_{K,j_1}, T_{K,j_1})$ (or $S^n_0(\delta_{K,j_1}, T_{K,j_1})$ accordingly),

$$\sum_{T_{K,j_1} \in T_{K,j_1}} \sum_{j_2=1}^{J_2} \omega_{K,j_1,j_2} \tilde{a}_{K,j_1}^{i,h_1}(x_{K,j_1,j_2}) (\nabla \tilde{\chi}_{K,j_1}^{i,h_1}(x_{K,j_1,j_2}) + e_i) \cdot \nabla \xi^{h_1} = 0,$$

(54)

where $\tilde{a}_{K,j_1}^{i,h_1}(x_{K,j_1,j_2})$ is defined in (34).

**Proof of Theorem 5.5.** We first split $r_{HMM} = \|a^0(x_{K,j_1}) - a^{0,h_2}(x_{K,j_1})\|_F$, 

$$\|a^0(x_{K,j_1}) - a^0_K(x_{K,j_1})\|_F \leq \|a^0(x_{K,j_1}) - \tilde{a}^0_K(x_{K,j_1})\|_F + \|\tilde{\alpha}^0_K(x_{K,j_1}) - a^0_K(x_{K,j_1})\|_F$$

$$+ \|\tilde{\alpha}^0_K(x_{K,j_1}) - a^0_K(x_{K,j_1})\|_F$$

$$:= I_1 + I_2 + I_3$$

(55)

where $a^0(x_{K,j_1})$ is defined in (26), $a^0_K(x_{K,j_1})$ is defined in (12) for $N = 2$, $\tilde{a}^0_K(x_{K,j_1})$ is defined in (32) and $\tilde{\alpha}^0_K(x_{K,j_1})$ is defined in (33).

Lemma 5.3 and Lemma 5.4 give respectively the following estimates for the term $I_1$ in (55), i.e.

$$I_1 \leq C(\frac{h_1}{\varepsilon_1})^{2h_1}$$

for periodic boundary coupling or

$$I_1 \leq C(\frac{h_1}{\varepsilon_1})^{2h_1} + \frac{\varepsilon_1}{\delta_1}$$

for Dirichlet boundary coupling.

For the term $I_2$, using (51) and Cauchy-Schwarz inequality we have

$$|\langle (a^0_{K}(x_{K,j_1}) - \tilde{a}^0_{K}(x_{K,j_1})) e_i, e_k \rangle|$$

$$= \left| \frac{1}{|\delta_{K,j_1}|} \sum_{T_{K,j_1} \in T_{K,j_1}} \sum_{j_2=1}^{J_2} \omega_{K,j_1,j_2} \left( (a_{K}^{1}(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}) - \tilde{a}_{K,j_1}^{1}(x_{K,j_1,j_2}) (\nabla \tilde{\chi}_{K,j_1}^{1,h_1}(x_{K,j_1,j_2}) + e_i) \cdot e_k \right.ight.$$ 

$$+ \tilde{a}_{K,j_1}^{1}(x_{K,j_1,j_2}) (\nabla \tilde{\chi}_{K,j_1}^{i,h_1} - \nabla \chi_{K,j_1}^{i,h_1}) \cdot e_k) \right|$$

$$\leq C \left( \max_{x_{K,j_1,j_2} \in \delta_{K,j_1}} \|a^{1}(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}) - \tilde{a}^{1}_{K,j_1}(x_{K,j_1,j_2})\|_F + \frac{1}{\sqrt{|\delta_{K,j_1}|}} \|\nabla \tilde{\chi}_{K,j_1}^{1,h_1} - \nabla \chi_{K,j_1}^{i,h_1}\|_F \|\nabla \chi_{K,j_1}^{i,h_1} - \nabla \chi_{K,j_1}^{i,h_1}\|_{L^2(\delta_{K,j_1})} \right).$$

(56)

Using the ellipticity of $\tilde{a}_{K,j_1}^{1}(x)$ (see Remark 5.2), we have

$$\lambda \|\nabla \chi_{K,j_1}^{i,h_1} - \nabla \tilde{\chi}_{K,j_1}^{i,h_1}\|_2^2(\delta_{K,j_1})$$

$$\leq \sum_{T_{K,j_1} \in T_{K,j_1}} \sum_{j_2=1}^{J_2} \omega_{K,j_1,j_2} \tilde{a}_{K,j_1}^{1}(x_{K,j_1,j_2}) (\nabla \chi_{K,j_1}^{i,h_1} - \nabla \tilde{\chi}_{K,j_1}^{i,h_1}) \cdot (\nabla \tilde{\chi}_{K,j_1}^{i,h_1} - \nabla \chi_{K,j_1}^{i,h_1})$$

$$= \sum_{T_{K,j_1} \in T_{K,j_1}} \sum_{j_2=1}^{J_2} \omega_{K,j_1,j_2} (\tilde{a}_{K,j_1}^{1}(x_{K,j_1,j_2}) - a^{1}(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1})) (\nabla \chi_{K,j_1}^{i,h_1} + e_i) \cdot (\nabla \chi_{K,j_1}^{i,h_1} - \nabla \tilde{\chi}_{K,j_1}^{i,h_1})$$

$$\leq C \left( \max_{x_{K,j_1,j_2} \in \delta_{K,j_1}} \|a^{1}(x_{K,j_1}, \frac{x_{K,j_1,j_2}}{\varepsilon_1}) - \tilde{a}^{1}_{K,j_1}(x_{K,j_1,j_2})\|_F \|\nabla \chi_{K,j_1}^{i,h_1} - \nabla \tilde{\chi}_{K,j_1}^{i,h_1}\|_{L^2(\delta_{K,j_1})} \right).$$

(57)
The last inequality above is obtained by using Cauchy-Schwarz inequality and (51). Hence, we obtain

$$\frac{1}{\sqrt{|\delta_{K,j}|}} \| \nabla \chi_{K,j}^{i,h_1} - \nabla \chi_{K,j}^{i,h_1} \|_{L^2(\delta_{K,j})} \leq C \max_{x_{K,j},j \in \delta_{K,j}} \| a^1(x_{K,j}, \frac{x_{K,j} \cdot j_2}{\varepsilon_1}) - \bar{a}_{K,j}^{1}(x_{K,j},j_2) \|_{\mathcal{F}}.$$  

(58)

In view of (56) and (58), the term $I_2$ has the upper bound

$$I_2 \leq C\left(\frac{h_2}{\varepsilon_2}2^{n_2} + \left(\frac{h_1}{\varepsilon_1}\right)2^{n_1}\right)$$  

(59)

for periodic boundary coupling (using Lemma 5.3), or

$$I_2 \leq C\left(\frac{h_2}{\varepsilon_2}2^{n_2} + \left(\frac{h_1}{\varepsilon_1}\right)2^{n_1} + \frac{\varepsilon_2}{\delta_2}\right)$$  

(60)

for Dirichlet boundary coupling (using Lemma 5.4).

For the term $I_3$ of (55), similarly to (56), we first have

$$\| (\bar{a}_K^0(x_{K,j}) - a_K^0(x_{K,j})) e_i \cdot e_k \| \leq C \max_{x_{K,j},j \in \delta_{K,j}} \| \bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2) \|_{\mathcal{F}} + \frac{1}{\sqrt{|\delta_{K,j}|}} \| \nabla \chi_{K,j}^{i,h_1} - \nabla \chi_{K,j}^{i,h_1} \|_{L^2(\delta_{K,j})}.$$  

(61)

Similarly to (57), we obtain

$$\lambda \| \nabla \chi_{K,j}^{i,h_1} - \nabla \chi_{K,j}^{i,h_1} \parallel \mathcal{L}^2(\delta_{K,j}) \leq C \max_{x_{K,j},j \in \delta_{K,j}} \| \bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2) \| \| \nabla \chi_{K,j}^{i,h_1} + e_i \|_{L^2(\delta_{K,j})} \| \nabla \chi_{K,j}^{i,h_1} - \nabla \chi_{K,j}^{i,h_1} \|_{L^2(\delta_{K,j})}.$$  

In view of $\| \nabla \chi_{K,j}^{i,h_1} + e_i \|_{L^2(\delta_{K,j})} \leq C \sqrt{|\delta_{K,j}|}$, (which can be obtained following the proof of Lemma 4.2), the following inequality holds,

$$\frac{1}{\sqrt{|\delta_{K,j}|}} \| \nabla \chi_{K,j}^{i,h_1} - \nabla \chi_{K,j}^{i,h_1} \|_{L^2(\delta_{K,j})} \leq C \max_{x_{K,j},j \in \delta_{K,j}} \| \bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2) \|_{\mathcal{F}}.$$  

(62)

The last step is to estimate $\| \bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2) \|_{\mathcal{F}}$. By simple computation, we derive

$$\| (\bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2)) e_i \cdot e_k \| = \frac{1}{|\delta_{K,j}|} \left| \int_{\delta_{K,j},j_2} \left( a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2} \chi_{K,j}^{i,h_2} - \nabla \chi_{K,j}^{i,h_2} \right) \cdot \left( \nabla \chi_{K,j}^{i,h_2} + e_k \right) \right| + \left\{ a(x_{K,j}, \frac{x_{K,j},j_2}{\varepsilon_1}, \frac{x}{\varepsilon_2}) - a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \right\} \left( \nabla \chi_{K,j}^{i,h_2} + e_i \right) \cdot \left( \nabla \chi_{K,j}^{i,h_2} + e_k \right) \right\| dx \right|.$$  

(63)

Applying (52) to (63), we then obtain

$$\| (\bar{a}_{K,j}^{1}(x_{K,j},j_2) - a_{K,j}^{1}(x_{K,j},j_2)) e_i \cdot e_k \| \leq C \max_{x \in \delta_{K,j},j_2} \| a(x_{K,j}, \frac{x_{K,j},j_2}{\varepsilon_1}, \frac{x}{\varepsilon_2}) - a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}) \|_{\mathcal{F}} + \frac{1}{\sqrt{|\delta_{K,j}|}} \| \nabla \chi_{K,j}^{i,h_2} - \nabla \chi_{K,j}^{i,h_2} \|_{L^2(\delta_{K,j})}.$$  

(64)
The following inequality can be obtained by the ellipticity assumption of \( a^\varepsilon(x) \),

\[
\frac{\lambda}{\sqrt{|\delta_{K,j1}|}} \| \nabla \chi_{K,j1,j2} - \nabla \chi_{K,j1,j2} \|_{L^2(\delta_{K,j1})} \leq C \max_{x \in \delta_{K,j1,j2}} \| a(x_{K,j1,j2}, x, x_{\varepsilon_1}, x_{\varepsilon_2}) - a(x, x) \|_F. \quad (65)
\]

Since we assume \( a(x, y, z) \) Lipschitz continuous on \( \bar{\Omega} \times \bar{Y} \times \bar{Z} \), then

\[
\max_{x \in \delta_{K,j1,j2}} \| a(x_{K,j1,j2}, x, x_{\varepsilon_1}, x_{\varepsilon_2}) - a(x, x) \|_F \leq C(\delta_1 + \delta_2). \quad (66)
\]

Therefore, the term \( I_3 \) can be bounded by

\[
I_3 = \| \tilde{a}_K^0(x_{K,j1}) - a_k^0(x_{K,j1}) \|_F \leq C(\delta_1 + \delta_2). 
\]

Furthermore if \( a(x, x_{\varepsilon_1}, x_{\varepsilon_2}) \) is collocated on the quadrature points, i.e. \( a(x, x_{\varepsilon_1}, x_{\varepsilon_2}) \), then \( I_3 = 0. \)

**Generalization to \( N+1 \) scale problems.** Following the idea of the proof for Theorem 5.5, one can generalize the result to the \( N + 1 \) scale FE-HMM. Assuming \( a^\varepsilon = a(x, \frac{x}{\varepsilon_1}, \frac{x}{\varepsilon_2}, \ldots, \frac{x}{\varepsilon_N}) \) and similar assumptions as stated in Theorem 5.5 for an \( N + 1 \) scale tensor, then the following error estimate holds

\[
r_{HMM} \leq C\left( \frac{\mu_1}{\varepsilon_1} \cdot \ldots + \left( \frac{\mu_N}{\varepsilon_N} \right)^{2q} + r_{MOD} \right). \quad (67)
\]

- If the cell problems at each scale are coupled with periodic boundary conditions and \( \delta_s/\varepsilon_s \in \mathbb{N}, \ s = 1, \ldots, N \), then we have

\[
r_{MOD} \leq C(\delta_1 + \frac{\delta_2}{\varepsilon_1} + \ldots + \frac{\delta_N}{\varepsilon_{N-1}}). 
\]

In addition, if all the cell problems are collocated at the corresponding quadrature points, then

\[
r_{MOD} = 0. 
\]

- If the cell problem at each scale are coupled with Dirichlet boundary conditions with \( \delta_s > \varepsilon_s, \ s = 1, \ldots, N \), then

\[
r_{MOD} \leq C(\delta_1 + \frac{\delta_2}{\varepsilon_1} + \ldots + \frac{\delta_N}{\varepsilon_{N-1}} + \frac{\varepsilon_1}{\delta_1} + \ldots + \frac{\varepsilon_N}{\delta_N}). 
\]

In addition, if all the cell problems are collocated at the corresponding quadrature points, then

\[
r_{MOD} \leq C(\frac{\varepsilon_1}{\delta_1} + \ldots + \frac{\varepsilon_N}{\delta_N}). 
\]
Complexity. Let $M_0$ be the the number of DOF of the macro FEM. We write $\hat{h}_s = \frac{h_s}{\varepsilon_s}$ and denote $M_s = \mathcal{O}(\hat{h}_s^{-d})$ the number of degrees of freedom (DOF) for cell problems on the scale $s$, where $s = 1, \cdots, N$. We emphasize that $M_s$ is independent of $\varepsilon_s$ since $|\delta_{K,j_1,\cdots,j_n}| = \delta_s^d = (\frac{h_s^d \varepsilon_s^d}{\varepsilon_s}) \subset C_s \varepsilon_s^d$ with $C_s$ a moderate constant (recall our assumption that $\delta_s = C_s \varepsilon_s$). Using quasi-uniform meshes for each scale, we have the following relations

$$H = \mathcal{O}(M_0^{-1/d}), \quad \hat{h}_s = \mathcal{O}(M_s^{-1/d}), \quad s = 1, \cdots, N.$$ 

In view of (23), (24) and (67), optimal convergence rates (up to a modeling error $r_{MOD}$ independent of $H, h_s$, where $s = 1, \cdots, N$) can be obtained for quasi-uniform meshes given by,

$$\hat{h}_s \approx H^{\frac{d}{2\pi}} \text{ for the } H^1 \text{ norm, } \hat{h}_s \approx H^{\frac{d+1}{2\pi}} \text{ for the } L^2 \text{ norm.}$$

The corresponding complexity in term of macro DOF reads

$$\mathcal{O}(\underline{H}^{-d} \frac{\varepsilon_1^{-(d+1)}}{M_0} \cdots \frac{\varepsilon_N^{-(d+1)}}{M_N}) = \mathcal{O}(M_0^{-1 + \frac{d}{2\pi} + \cdots + \frac{d}{2\pi N}}) \text{ for the } H^1 \text{ norm,}$$

$$\mathcal{O}(\underline{H}^{-d} \frac{\varepsilon_1^{-(d+1)}}{M_0} \cdots \frac{\varepsilon_N^{-(d+1)}}{M_N}) = \mathcal{O}(M_0^{-1 + \frac{(d+1)}{2\pi} + \cdots + \frac{(d+1)}{2\pi N}}) \text{ for the } L^2 \text{ norm.}$$

6 Numerical Experiment

We consider problem (1) on the domain $\Omega = [0,1]^2$ with $f = 1$ and the multiscale tensor

$$a^e(x) = (x_1^2 + x_2^2 + 1) \begin{pmatrix} \sin(2\pi \frac{x_1}{\varepsilon_1}) + 2 \cos(2\pi \frac{x_1}{\varepsilon_1}) + 2 & 0 \\ 0 & \sin(2\pi \frac{x_2}{\varepsilon_2}) + 2 \cos(2\pi \frac{x_2}{\varepsilon_2}) + 2 \end{pmatrix}.$$ 

where $\varepsilon_1 = 5 \times 10^{-3}$, $\varepsilon_2 = 5 \times 10^{-5}$. The corresponding homogenized tensor is

$$a^0(x) = 3(x_1^2 + x_2^2 + 1)I_2.$$ 

In this experiment, we use FEM with piecewise linear basis functions on triangle elements (called P1-FEM) as the solver for problems on all three scales. For the QFs, we choose the barycenter of each element as the quadrature node for both macro and meso scales which satisfies the assumptions on the QFs stated in both Theorem 4.4 and 5.5 for P1 triangle elements. We take the P1-FE solution $u^{0,H}$ of (3) as the reference solution which is computed on a $1024 \times 1024$ uniform triangular mesh. We use uniform triangulation in the FE-HMM procedure and denote $N_{mac}, N_{mes}, N_{mic}$ as the degrees of freedom (DOF) of one direction in the macro, meso and micro partitions respectively, i.e. $H = 1/N_{mac}$, $h_1/\varepsilon_1 = 1/N_{mes}$, $h_2/\varepsilon_2 = N_{mic}$. In Fig. 2, we observe that the $H^1$ error decays with a rate of $\mathcal{O}(H)$ and the $L^2$ error decays as $\mathcal{O}(H^2)$, which confirms the results in Theorem 4.4 and 5.5.

In Fig. 3, we show the error behavior with $N_{mes}$ is fixed at 2, 4, 8, 16 while macro and micro meshes are refined simultaneously. We conclude that the theoretical convergence rate can only be obtained when the meshes are refined simultaneously and that our error estimates (at least for three scale problems) are sharp.
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Figure 2: We set $N_{mes} = N_{mic} = N_{mac}^{1/2}$ for computing $H^1$ error and $N_{mes} = N_{mic} = N_{mac}$ for $L^2$ error.
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Figure 3: The convergence behavior when $N_{mic}$ or $N_{mes}$ is fixed at different values.


Appendix

Numerical integration error analysis for simplicial elements

In this section, we analyse the numerical integration error which we use in Section 4 for the estimation of (58).

Let $E_T(\phi)$ denote the numerical integration error on the element $T$ defined as

$$E_T(\phi) = \int_T \phi dx - \sum_{j=1}^J \omega_j \phi(x_{K,j}),$$

and $E_T(\hat{\phi})$ is the corresponding error on the reference element $\hat{T}$

$$E_T(\hat{\phi}) = \int_{\hat{T}} \hat{\phi} d\hat{x} - \sum_{j=1}^J \hat{\omega}_j \phi(\hat{x}_{K,j}).$$

**Theorem 1.** (Global higher order numerical integration error theorem) Assume that $a_{ij} \in W^{2m,\infty}(D)$ and $u, w \in W(D) \cap H^{m+1}(D)$ ($W(D)$ is defined as in (7) if $D$ is rectangular or otherwise as in (8)) are the solutions of the following problems: for $\forall v \in W(D)$,

$$\int_D a \nabla u \cdot \nabla v dx = \int_D f_1 v dx,$$

$$\int_D a \nabla w \cdot \nabla v dx = \int_D f_2 v dx$$

and $u^h, w^h$ are the FEM solutions with numerical quadrature in $S^m(D, \mathcal{T}_h)$ where $\mathcal{T}_h$ is a shape regular partition of $D$ and elements $T \in \mathcal{T}_h$ are quasi-uniform. Assume the numerical quadrature satisfies

$$E_T(\hat{\phi}) = 0, \ \forall \hat{\phi} \in \mathcal{P}^{2m-1}(\hat{T}).$$

Then we have

$$| \int_D \sum_{ij} a_{ij} \partial_i u^h \partial_j w^h dx - \sum_{T \in \mathcal{T}_h} \sum_{j=1}^J \omega_T \sum_{ij} (a_{ij} \partial_i u^h \partial_j w^h)(x_T) | \leq C h^{2m}(\sum_{ij} \| a_{ij} \|_{W^{2m,\infty}(D)}) \| u \|_{H^m(D)} \| w \|_{H^m(D)}.$$

**Proof.** We first write

$$E_T(a_{ij} \partial_i u^h \partial_j w^h) = \int_T \sum_{ij} a_{ij} \partial_i u^h \partial_j w^h dx - \sum_{j=1}^J \omega_{K,j_1,j_2} \sum_{ij} (a_{ij} \partial_i u^h \partial_j w^h)(x_T).$$

Using Bramble-Hilbert lemma (see [11]), we can obtain the following local estimate

$$| E_T(a_{ij} \partial_i u^h \partial_j w^h) | \leq C h^{2m}(\sum_{ij} \| a_{ij} \|_{W^{2m,\infty}(T)}) \| u^h \|_{H^m(T)} \| w^h \|_{H^m(T)}.$$
Thus, we obtain
\[
|\int_D \sum_{ij} a_{ij} \partial_i u^h \partial_j w^h dx - \sum_{T \in \mathcal{T}_h} \sum_{j_2} \omega_{K_{j_1},j_2} \sum_{ij} (a_{ij} \partial_i u^h \partial_j w^h)(x_T)| \\
\leq C h^{2m} \left( \sum_{ij} \|a_{ij}\|_{W^{2m,\infty}(D)} \right) \sum_{T \in \mathcal{T}_h} \|u^h\|_{H^{m}(T)} \|w^h\|_{H^{m}(T)} \\
= C h^{2m} \left( \sum_{ij} \|a_{ij}\|_{W^{2m,\infty}(D)} \right) \sum_{T \in \mathcal{T}_h} \left( \sum_{\ell=1}^m \|u^h\|_{H^{\ell}(T)}^2 \right)^{1/2} \left( \sum_{\ell=1}^m \|w^h\|_{H^{\ell}(T)}^2 \right)^{1/2} \\
\leq C h^{2m} \left( \sum_{ij} \|a_{ij}\|_{W^{2m,\infty}(D)} \right) \left( \sum_{T \in \mathcal{T}_h} \sum_{\ell=1}^m \|u^h\|_{H^{\ell}(T)}^2 \right)^{1/2} \left( \sum_{T \in \mathcal{T}_h} \|u^h\|_{H^{m}(T)} \right)^{1/2}. \quad (71)
\]

Now we define \( \Pi_T^m \in \mathcal{P}^m(T) \) which is an interpolation polynomial of \( u \) on element \( T \) (respectively \( \Pi_T^m \) the interpolation polynomial of \( w \)). By classical interpolation error estimate (see [11, Chapter 3]), we have
\[
\|u - \Pi_T^m\|_{H^\ell(T)} \leq C h^{m+1-\ell}\|u\|_{H^{m+1}(T)}, \quad \text{for } \ell \leq m.
\]

Furthermore, we can derive that for \( \ell \leq m \)
\[
\|\Pi_T^m\|_{H^\ell(T)} \leq \|u - \Pi_T^m\|_{H^\ell(T)} + \|u\|_{H^\ell(T)} \leq C \|u\|_{H^{m}(T)}.
\]

Using inverse inequality (assume that the triangulation \( \mathcal{T}_h \) is quasi-uniform), we have
\[
\sum_{\ell=1}^m \|u^h\|_{H^\ell(T)}^2 \leq \sum_{\ell=1}^m \left( \|u^h - \Pi_T^m\|_{H^\ell(T)}^2 + \|\Pi_T^m\|_{H^\ell(T)}^2 \right) \\
\leq \|\Pi_T^m\|_{H^{m}(T)}^2 + C \sum_{\ell=1}^m h^{-2\ell+2}\|u^h - \Pi_T^m\|_{H^1(T)}^2 \\
\leq C \left( \|u\|_{H^{m}(T)}^2 + \sum_{\ell=1}^m h^{-2\ell+2}\|u^h - u\|_{H^{1}(T)}^2 + \|u - \Pi_T^m\|_{H^{m}(T)}^2 \right) \\
\leq C \left( \|u\|_{H^{m}(T)}^2 + h^{-2m+2}\|u^h - u\|_{H^{1}(T)}^2 \right) + C \left( \|u\|_{H^{m}(T)} + \|w^h\|_{H^{m}(T)} + \|u - \Pi_T^m\|_{H^{m}(T)}^2 \right).
\]

Sum up the above inequality with respect to element \( T \in \mathcal{T}_h \) and we obtain
\[
\sum_{T \in \mathcal{T}_h} \sum_{\ell=1}^m \|u^h\|_{H^\ell(T)}^2 \leq C \left( \|u\|_{H^{m}(D)}^2 + h^{-2m+2}\|u^h - u\|_{H^{1}(D)}^2 \right). \quad (72)
\]

Using standard FEM error analysis with numerical quadrature (see for example [11]), we have the following result
\[
\|u - u^h\|_{H^1(D)} \leq C h^{m-1}\|u\|_{H^{m}(D)}. \quad (73)
\]

Combining (72) with (73), we have
\[
\sum_{T \in \mathcal{T}_h} \sum_{\ell=1}^m \|u^h\|_{H^\ell(T)}^2 \leq C \|u\|_{H^{m}(D)}. \quad (74)
\]

Taking (74) into (71), we have proved the stated result. \( \square \)
Numerical integration error analysis for parallelogram elements

In order to obtain the same error result for parallelogram elements, one needs to introduce the following semi-norm for space $W^{m,p}(D)$

$$\{v\}_{W^{m,p}(D)} = \left( \int_D \sum_{i=1}^d (\partial_i^m v)^p \right)^{1/p}, \quad (75)$$

where $\partial_i := (\partial_i)/\partial x_i$ (see for example [11], where such norms have been discussed). Based on this semi-norm, a corresponding Bramble-Hilbert lemma can be derived for parallelogram elements (see [11, Chapter 11]).

**Theorem 2.** (Bramble-Hilbert lemma for parallelogram elements.) Let $D$ be a domain in $\mathbb{R}^d$, let $k \geq 0$ be an integer, let $p$ be a number satisfying $1 \leq p \leq \infty$, and let $L$ be a continuous linear functional on the space $W^{m,p}(D)$ with the property that

$$L(q) = 0 \quad \text{for all} \quad q \in Q^{m-1}(D). \quad (76)$$

Then there exists a constant $C$ which depends on $D$ such that

$$|L(v)| \leq C \|L\|_{W^{m,p}(D)}^* \{v\}_{W^{m,p}(D)}, \quad \forall v \in W^{m,p}(D), \quad (77)$$

where $\|\cdot\|_{W^{m,p}(D)}^*$ is the dual norm of space $W^{m,p}(D)$.

With the help of Theorem 2, a numerical integration error estimate can be obtained following the proof of Theorem 1.

**Theorem 3.** (Global higher order numerical integration error theorem for parallelogram elements) Assume that $a_{ij} \in W^{2m,\infty}(D)$ and $u, w \in W(D) \cap H^{m+1}(D)$ ($W(D)$ is defined as in (7) if $D$ is rectangular or otherwise as in (8)) are the solutions of the following problems: for $\forall v \in W(D)$,

$$\int_D a \nabla u \cdot \nabla v dx = \int_D f_1 v dx,$$
$$\int_D a \nabla w \cdot \nabla v dx = \int_D f_2 v dx,$$

and $u^h, w^h$ are the FEM solutions with numerical quadrature in $S^m(D, T_h)$ where $T_h$ is a shape regular partition of $D$ and elements $T \in T_h$ are parallelogram and quasi-uniform. Assume the numerical quadrature satisfies

$$E_T(\hat{\phi}) = 0, \quad \forall \hat{\phi} \in Q^{2m-1}(\hat{T}). \quad (78)$$

Then we have

$$\left| \int_D \sum_{ij} a_{ij} \partial_i u^h \partial_j w^h dx - \sum_{T \in T_h} \sum_{j=1}^J \omega_{T_j} \sum_{ij} (a_{ij} \partial_i u^h \partial_j w^h)(x_{T_j}) \right| \leq Ch^{2m} \left( \sum_{ij} \|a_{ij}\|_{W^{2m,\infty}(D)} \right) \|u\|_{H^{m+1}(D)} \|w\|_{H^{m+1}(D)}. \quad (79)$$
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